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Course Description

Concepts and foundation of geo-informatics; Remote sensing; Photographic systems, thermal and multi-spectral scanning and image processing; Components and applications of a geographic information system (GIS); Characteristics of spatial data; Models of spatial information; Spatial relationships and algorithms; Spatial analysis (such as route planning, map overlay, buffer zoning, etc.); Database models for spatial data; Errors in spatial data; Sources of raster spatial data and introduction to remote sensing; Sources of vector spatial data; Ethical issues and spatial data; Cartographic communication - the display of spatial data. Coordinate systems and map projections; Remote sensing, Geo-DBMS (spatial ADT's, spatial indexing, etc), Mobile GIS" (location based services, combination with positioning, e.g. GPS, Galileo,); Examination of remote sensing and GIS applications in agriculture; Conventions and policy issues; Computer models; Laboratory assignments. 

Prerequisites: This course does not have any prerequisites. However, basic computer skills are strongly recommended. 

Course Aims
This course is intended to provide an introduction to Geographic Information Systems (GIS). This course will introduce the audience to fundamental concepts of cartography, GIS, and geospatial data management. A particular emphasis is placed on the basics of geospatial data analysis to answer specific geographic questions. As a course in geographic technology, AICM 756 will focus on developing basic skills for manipulating geographic data in ArcGIS environment. This course is intended for all students who want to learn fundamentals of GIS and develop basic geospatial data manipulation skills.

Instruction Methodology 

	
Methods of instruction used to achieve student learning outcomes may include, but are not limited to: 

	· Present class lectures/discussions in order to assist students in achieving the learning outcomes by reviewing relevant course content. 

· Perform assigned lab activities in order to expose the student to situations/problems which reinforce lecture presentation material. 

· Show videos/films/slides/handouts in order to give the student a better feeling of exposure to activities within industry and related fields. 

· Field trips to selected sites in order to give the students an experience the applications of the course concepts of design as applied in the professions and industries using GIS technologies. 

· Develop and assign problem solving tasks and activities in order to assist the student in achieving learning objectives and by offering for students opportunities to develop a variety of solution methods to specific problems, while providing individualized learning opportunities. 

· Off site meetings at selected locations in order to provide students the experience of seeing GIS course content in use. 

· Develop and assign web-based/web-enhanced tasks and activities in order to assist the student in achieving learning objectives. 
Instructional Materials/Equipment

Whiteboard, Text books, Handouts and Overhead Projectors.
Learning Outcomes
At the end of the course, students will be able to: 
· Define what GIS is and know different types of GIS data 
· Know what are the questions that GIS can answer 
· Differentiate between Raster and Vector Models 
· Create maps and overlay features/raster data for basic analyses 
· Handle and operate GPS instruments to collect data and transform for GIS applications 
· Understand basic theory and principles of EMR for data interpretation and analyses 
Practical and Assessment
Lab sessions are held every week. The labs are conducted by teaching assistants (TA’s) who are there to introduce new assignments and answer questions. Their role is to guide you and make suggestions but in order to learn the concepts and software you must be prepared to try things on your own. The TA’s will not give you the answers to assignment questions, as this would deny you the chance to learn for yourself. Make sure you attend all of the lab sessions, as this is often where you will get valuable software tips and other help. It is also a great opportunity to get to know other students in the course. If you have to work on an assignment outside of your scheduled lab sessions check the lab schedule on the GIS lab room door for times that the room is available for general use.

Switching lab sections: If you wish to switch to a different lab section, go to the desired section and ask the TA for permission. Please do not drop in on other lab sections, as there may not be room, and it is not fair to other students for you to use the TA’s time when they should be helping students enrolled in that section. 

Note: students can obtain a free one‐year student edition of ArcGIS from the Data, Map and GIS Centre.
The grading for this course will be based on three different aspects: exams, laboratory assignments, and a practical exam. The written exams include a midterm exam and a final exam each covering approximately half of the course material. The mid-term exam will count for 20% of the grade and the final exam will count for 60%. Although the final exam will not test specifically the material covered by the mid-term, the questions will require understanding and integration of all aspects covered by the course. These two exams will account for 90% of the total grade. The laboratory assignments (10%), practical exam (10%) will account for the remaining 20% of the student’s grade. Each laboratory assignment will be due at the beginning of the next class. Lab assignments build successively and therefore will not be accepted more than one day late. 

*** Within our class, students may work together on homework assignments, however, each student absolutely must turn in their own work, from their own computer, and any discussion must be theirs alone, and not attributable to another person or group. Students may not use any textual discussion, calculations or programs from any other student or group of students. 

Final Exam
The date for the final will be announced approximately midway through the semester. If you have a conflict with this date and time, please contact the instructor.

Recommended lab equipment
To print in the lab a print account will be necessary and can be obtained through the Office of ICT. Additionally, a USB jump drive may be used to store images and screen captures to be printed elsewhere. This is a highly recommended option since the file sizes are usually large and unforeseen technical difficulties with the printer might impede your ability to print in the lab.

Attendance policy
All students are required to attend lectures and lab sessions according to the class schedule. Should it become necessary for a student to miss a class or attend the lab at a different time due to illness, religious holidays, emergencies, or other reasons, the student should contact the instructor as quickly as possible. 

COURSE OUTLINE

1. INTRODUCTION TO GIS

1.1.0. Introduction 

1.1.1. Definition of GIS
1.1.2. Other definitions of GIS

1.1.3. Other related terms

1.1.4. Components of GIS

1.1.5. Functions of GIS
2. FUNDAMENAL CONCEPTS 
2.0 Introduction

2.1 GIS data models

2.2 GIS data types
2.3 Attribute data models

2.4 Spatial data relationships
3. DATA QUALITY, ACCURACY, ERROR AND PRECISION
3.0 Introduction

3.1 Characterizing geographic features

3.2 Data accuracy and quality

4. SOURCES OF DATA, FORMATS AND INPUT TECHNIQUES
4.0 Introduction

4.1 Sources of data

4.2 Data input techniques

4.3 Interactive graphics design software

4.4 Data editing and quality assurance

4.5 Data verification

5. DATA ORGANIZATION AND STORAGE
5.0 Introduction

5.1 Organizing data for analysis

5.2 Spatial data layers – vertical

5.3 spatial data indexing

5.4 editing and updating of data

5.5 Data retrieval and querying

6. DATA ANALYSIS
6.0 Introduction

6.1 Manipulation and transformation of spatial data

6.2 Integration and modeling of spatial data 

6.3 Integrated analytical functions of GIS

7. GIS IMPLEMENTATION

7.0 Introduction

7.1 GIS Implementation
7.2 Current options and software Assessment
7.3 Justification and expectations

7.4 Implementation issues

7.5 learning curve

7.6 Productivity curve

7.7 The implementation curve
8. UNDERSTANDING REMOTE SENSING IN GIS
8.1 What is Remote Sensing? 

8.2 Electromagnetic Radiation
8.3 The Electromagnetic Spectrum
8.4 Radiation and the Atmosphere
8.5 Radiation - Target Interactions
8.6 Passive vs. Active Sensing
9. UNDERSTANDING CHACTERISTICS OF IMAGES
9.1 Characteristics of Images
9.2 On the Ground, In the Air, In Space
10. UNDERSTAING SATELLITE CHARACTERISTICS 
10.1 Geostationary Orbits
10.2 Spatial Resolution, Pixel Size, and Scale
10.3 Spectral Resolution
10.4 Radiometric Resolution
10.5 Temporal Resolution
10.6 Cameras and Aerial Photography
10.7 Multispectral Scanning
10.8 Geometric Distortion in Imagery
   11. DATA RECEPTION, TRANSMISSION AND PROCESSING 
10.1 Introduction

10.1 Data Reception, Transmission, and Processing

   12. REMOTE SENSING AND GIS
12.0 Introduction

12.1 RS and GIS applications for Agriculture

12.2 Areas of Emphasis in Agriculture

12.3 Data on Agriculture for exporters

12.4 Agriculture data for insurance companies

12.5 Agriculture data for fertilizer distribution companies

12.6 Comprehensive agricultural information

  13.  CURRENT ISSUES AND TRENDS IN GIS
13.0 Introduction

13.1 New data sources

13.2 Hardware developments

13.3 Software developments

13.4 Legal issues relating to GIS
14. ETHICAL ISSUES IN GIS
14.0 Introduction

14.1 Ethical dilemmas

14.2 Ethics and legal decisions

14.3 Ethical issues specific to electronic information systems

14.4 Electronic networks

14.5 Networks as sources of power

1.6 Networks as social places
15. PRACTICAL EXERCISES

15.0 Practical Exercises
15.1 Introduction to ArcView
16.0 Exercises 1 (Adding and Viewing data) 

16.1Adding Feature Themes
16.2Using Legend Editor
16.3Zooming and Panning
17.0 Exercises 2 (Viewing and Editing data tables) 

17.1 Viewing tables
Practical Exam
Note: 1) Readings are from the book by Paul Bolstad and labs from GIS Tutorial Updated for ArcGIS 9.3.

*The instructor reserves the right to make changes to the schedule as necessary 

Course Evaluation
Students will be provided with the printouts explaining about the approaches of teaching and evaluation along with the Module Descriptor. 
Text Books and Journals for Further Reading

All materials used in this course will be periodically reviewed to ensure that they are appropriate for college level instruction. Possible texts include:
Ormsby, Napoleon and Burke (2004). Getting to Know ArcGIS – Basics of ArcView, ArcEditor and ArcInfo Updated for ArcGIS 9. 2 ed. any: ESRI Press. 

Keith C. Clarke (1997). Getting Started With Geographic Information Systems. 3 ed. New: Pretice-Hall. 

Breslin, Frunzi, Napolean, O. (1998). Getting to Know ArcView GIS. 1 ed. Redlands: ESRI Press.
Forer, P., and D.J. Unwin (1997). Enabling progress in GIS and education. In P.A. Longley, M.F. Goodchild, D.J. Maguire, and D.W. Rhind (editors) Geographical Information Systems: Principles, Techniques, Management and Applications. Cambridge: GeoInformation International. 

Goodchild, M.F. (1992). Geographical information science. International Journal of Geographical Information Systems 6(1): 31-45. 

Wright, D.J., M.F. Goodchild, and J.D. Proctor (1997). Demystifying the persistent ambiguity of GIS as "tool" versus "science". Annals of the Association of American Geographers 87(2): 346-362.

John C. Antenucci and others (1991). Geographic Information Systems: A Guide to the Technology. New York: Van Nostrand Reinhold. 

Tor Bernhardsen (1992) Geographic Information Systems. Arendal, Norway: Viak (but widely available in the US). 

Keith C. Clarke (1997). Getting Started with Geographic Information Systems. Upper Saddle River, NJ: Prentice Hall. 

Michael N. DeMers (1997). Fundamentals of Geographic Information Systems. New York: J. Wiley & Sons.

GIS Information & Resources

· Online GIS 'bookstores': 

· http://www.esri.com 

· http://www.geoplace.com 

GIS magazines

· GIS World - http://www.geoplace.com 

· Geo Info Systems - http://www.geoinfosystems.com 

Web references

· Some cool sites that do GIS over the Web 

· http://www.mapquest.com 

· http://www.esri.com and try the live demos 

· Sites of some major GIS software vendors 

· http://www.esri.com 

· http://www.intergraph.com 

· http://www.autodesk.com 

· Some other introductions to GIS 

· USGS GIS Tutorial - http://www.usgs.gov/research/gis/title.html 

· The Geographer's Craft - http://www.utexas.edu/depts/grg/gcraft/notes/intro/intro.html 

· Nick Chrisman's "What is GIS?" - http://faculty.washington.edu/chrisman/G460/Lec02.html 

· ESRI's  About GIS - http://www.esri.com/library/gis/abtgis/what_gis.html 

· The Essential Guide to GIS -  http://giswww.kingston.ac.uk/ESGUIDE/start.html 

· "What is GIS?" - http://www.dlsr.com.au/whatgis.htm 


	
	


TOPIC ONE

GEOGRAPHIC INFORMATION SYSTEMS 
Introduction 

The old adage "better information leads to better decisions" is true for GIS. A GIS is not just an automated decision making system but a tool to query, analyze, and map data in support of the decision making process. For example, GIS can be used to help reach a decision about the location of a new housing development that has minimal environmental impact, is located in a low risk area, and is close to a population center. The information can be presented succinctly and clearly in the form of a map and accompanying report, allowing decision makers to focus on the real issues rather than trying to understand the data. Because GIS products can be produced quickly, multiple scenarios can be evaluated efficiently and effectively. 
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LEARNING OUTCOMES
1.1 Defining and Understanding the Debates around GIS
A Geographic Information System (GIS) is a computer-assisted system for the acquisition, storage, analysis and display of geographic data. Today, a variety of software tools are available to assist this activity. However, they can differ from one another quite significantly, in part because of the way they represent and work with geographic data, but also because of the relative emphasis they place on these various operations. 

When introduced in the 1960s, the use of Geographic Information Systems (GIS) was limited to a small number of research and applications users. Today, GIS is one of the fastest growing technologies; it has applications in public safety, natural resource management, environmental analysis, military operations, utilities, and government, and is moving quickly into many other areas. The motivation for the tremendous growth in the use of GIS is clearly linked to both the increasing demand for information and the ever-increasing ability of computer technology to provide effective, cost-efficient data processing and management capabilities. 

Conceptually, a GIS can be envisioned as a stacked set of map layers, where each layer is aligned or registered to all other layers. Typically, each layer will contain a unique geographic theme or data type. These themes might include, for example, topography, soils, land-use, cadastral (land ownership) information, or infrastructure such as roads, pipelines, power lines, or sewer networks. This image of GIS is shown in Figure 1. By sharing mutual geography, all layers in the GIS can be combined or overlaid in any user-specified combination. In some cases the GIS may be defined by the type of data that the system is designed to handle. For example, the term "Land Information System" or "LIS" is often applied to a type of GIS used by towns, cities, and municipalities to manage land parcel information. 
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Figure 1: A conceptual model of a GIS provides a useful way to visualize GIS as a set of map layers or themes, all registered together to a common map base or geographic area. Each layer typically contains one type of data. The GIS database stores both the spatial data (where something occurs) and the attribute data (characteristics of the data) for all of the features shown on each layer. 
In some of its simpler operations, GIS provides an automated version of traditional map analysis. Map overlay is probably the most common GIS function; this function has long been performed manually or optically using maps registered over light tables or via photographic techniques. In GIS, however, the number of registered map layers that can be collected and stored is theoretically infinite. The user can quickly retrieve, overlay, manipulate, and analyze any number or combination of layers. The user can then assess the results of the analysis on a computer screen or on a hard copy paper map produced by the GIS, or can summarize the results in a tabular format. However simple or complex the user's purpose, a GIS is used to access an integrated, geographically referenced database of maps that can be overlaid, combined, and analyzed to user specifications. 

Because GIS is a rapidly growing technology, many different definitions of GIS now exist. A very useful definition of GIS that we will adopt in this module is a true systems-based definition: 

"A GIS is a computerized, integrated system used to compile, store, manipulate, and output mapped spatial data". 

Our systems-based definition may be called "functional" because it is based on the functions that a GIS performs. Since each of these functions is performed on the geographic data associated with the GIS, the definition may also be called "data-centered." 

Another way to understand GIS is to examine the generic "components" that the system must contain. Thus, in addition to data, a true GIS includes computer hardware, software, and users. In order to accurately be called a GIS, a system must contain all of these elements. This is a crucial distinction. Note that the acquisition of a software package or a set of computer hardware does not mean that the user has a "GIS." Similarly, merely computerizing a set of mapped data does not result in a "GIS." An actual GIS includes all of the essential elements of data, technology, and people who use the system in support of data management and analysis. You should be aware that there are several technologies that are related to GIS but are not the same as GIS. Table 1 names and defines several of these technologies. 

1.2 Other Definitions

Many people offer definitions of GIS. In the range of definitions presented below, different emphases are placed on various aspects of GIS. Some miss the true power of GIS, its ability to integrate information and to help in making decisions, but all include the essential features of spatial references and data analysis.  A definition quoted in William Huxhold's Introduction to Urban Geographic Information Systems. (New York: Oxford University Press, 1991):

". . . The purpose of a traditional GIS is first and foremost spatial analysis. Therefore, capabilities may have limited data capture and cartographic output. Capabilities of analyses typically support decision making for specific projects and/or limited geographic areas. The map data-base characteristics (accuracy, continuity, completeness, etc) are typically appropriate for small-scale map output. Vector and raster data interfaces may be available. However, topology is usually the sole underlying data structure for spatial analyses." 

  

C. Dana Tomlin's definition, from Geographic Information Systems and Cartographic Modeling (Englewood Cliffs, NJ: Prentice-Hall, 1990): 

"A geographic information system is a facility for preparing, presenting, and interpreting facts that pertain to the surface of the earth. This is a broad definition . . . a considerably narrower definition, however, is more often employed. In common parlance, a geographic information system or GIS is a configuration of computer hardware and software specifically designed for the acquisition, maintenance, and use of cartographic data." 

  

From Jeffrey Star and John Estes, in Geographic Information Systems: An Introduction (Englewood Cliffs, NJ: Prentice-Hall, 1990):  

"A geographic information system (GIS) is an information system that is designed to work with data referenced by spatial or geographic coordinates. In other words, a GIS is both a database system with specific capabilities for spatially-reference data, as well [as] a set of operations for working with data . . . In a sense, a GIS may be thought of as a higher-order map." 

  

And from Understanding GIS: The ARC/INFO Method (Redlands, CA: Environmental System Research Institute, 1990):  

A GIS is "an organized collection of computer hardware, software, geographic data, and personnel designed to efficiently capture, store, update, manipulate, analyze, and display all forms of geographically referenced information." 

Three observations should be made about these definitions: 

First, GIS are related to other database applications, but with an important difference. All information in a GIS is linked to a spatial reference. Other databases may contain locational information (such as street addresses), but a GIS database uses geo-references as the primary means of storing and accessing information.

Second, GIS integrates technology. Whereas other technologies might be used only to analyze aerial photographs and satellite images, to create statistical models, or to draft maps, these capabilities are all offered together within a comprehensive GIS.

Third, GIS, with its array of functions, should be viewed as a process rather than as merely software or hardware. GIS are for making decisions. The way in which data is entered, stored, and analyzed within a GIS must mirror the way information will be used for a specific research or decision-making task. To see GIS as merely a software or hardware system is to miss the crucial role it can play in a comprehensive decision-making process. 

1.3 Related Terms: Acronyms and Synonyms

One reason why it can be difficult to agree on a single definition for GIS is that various kinds of GIS exist, each made for different purposes and for different types of decision making. A variety of names have been applied to different types of GIS to distinguish their functions and roles. One of the more common specialized systems, for instance, is usually referred to as an AM/FM system. AM/FM is designed specifically for infrastructure management. It is defined further below. 

In addition, some systems that are similar in both function and name to GIS nevertheless are not really geographic information systems as defined above. Broadly, these similar systems do not share GIS's ability to perform complex analysis. CAD systems, for example, are sometimes confused with GIS. Not long ago, a major distinction existed between GIS and CAD, but their differences are beginning to disappear. CAD systems, used mainly for the precise drafting required by engineers and architects, are capable of producing maps though not designed for that purpose. However, CAD originally lacked coordinate systems and did not provide for map projections. Nor were CAD systems linked to databases, an essential feature of GIS. These features have been added to recent CAD systems, but geographic information systems still offer a richer array of geographic functions. 

The use of so many acronyms, synonyms, and terms with related meaning can cause some confusion. Consider a few of the most widely used terms: 
Table 1: Acronyms and Synonyms related to GIS 
	NAME
	ACRONYM
	USES

	Computer Assisted Drawing and Drafting
	CADD
	Drawing packages used to generate and produce digitally compiled drawings. CADD data are often not geographic (mapped). Some data developed in CADD systems can be incorporated into a GIS.

	Automated Mapping/ Facilities Management
	AM/FM
	Computerized map generation software that is most often utilized for infrastructure analysis and management. Similar to LIS technology.

	Database Management System
	DBMS
	Software packages used to manage and analysis attribute data. Not used specifically for map analysis. Some GIS packages use DBMS to handle data management tasks.

	Computer/Automated Cartography
	C/AC
	Computer software used automatically generates maps. Does not include integrated database or data analysis capabilities of GIS

	Image Processing
	IP
	Sets of computerized routines used for information extraction (e.g., pattern recognition and classification) from remotely sensed images. Output from IP systems is often used as input to a GIS

	Land Information System
	LIS
	Type of GIS that manages and analyzes data related to land ownership (e.g., tax parcels, urban infrastructure, and property assessment).

	Spatial Decision Support System
	SDSS
	A customized computer-based information system that utilizes decision rules and models and incorporates spatial data. These systems are often built from GIS databases, and may employ a subset of GIS functionality to meet user requirements.


1.4 Components of GIS
A common misconception is that data alone constitute a GIS. Similarly, it is sometimes assumed that someone who has purchased GIS software has acquired a "GIS." A central tenet of this module is that a GIS is a system; it consists of more than just data and software. As a system, it exists to answer geographical or spatial questions, and the answers that it provides support decision-making. Thus, it is not enough to have data, or hardware, or software, or users; all components must be present in the system to have a true, fully-functional GIS. 

There are four components of GIS: (1) data, (2) hardware, (3) software, and (4) users. As shown in Figure 5, the components must be integrated; they must be linked together and work in concert to support the management and analysis of spatial or mapped data. 
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Figure 5: Components of a GIS include more than just computer technology. A GIS is an integrated system of users, data, hardware, and software. Data tend to be at the center of any GIS system, while the computer components of the system support data management and analysis. 
1.4.1 Data 

GIS components are dynamic; there is rapid change in the computer industry as well as turnover of personnel involved in GIS projects. For this reason, GIS developers are often encouraged to adopt a data-centered approach. Simply stated, a data-centered approach views data as the central resource in the GIS. Though data may be shared among multiple users and multiple hardware/software environments, the data are collected and compiled by a person or organization to support the goal of that user. The other components provide the support needed to process that data. 

All data in a GIS are either spatial data or attribute data. Spatial data tells us where something occurs. Attribute data tells what occurs; it tells us the nature or characteristics of the spatial data. For example, we might describe the location of a municipal water well as a point with the coordinates "45 degrees 17 minutes 20 seconds north latitude, 94 degrees 7 minutes 48 seconds west longitude." Furthermore, we can observe and report several attributes of that well, including its depth, yield, water quality, and proximity to a pumping station. Every GIS provides the ability to store and manipulate both the spatial data and the associated attribute data. 

1.4.2 Hardware 

Computer hardware used to support GIS is a highly variable part of the overall system. Users will customize their hardware environment to best meet their own individual needs. In all cases, however, a fully-functional GIS must contain hardware to support data input, output, storage, retrieval, display, and analysis. During its infancy, GIS processing was supported only on large mainframe computers. Today, a variety of platforms support GIS processing, ranging from large mainframe computers to mini-computers to scientific work stations to personal computers. In many cases, hardware used to support other applications (e.g., payroll or accounting or digital image processing) is also used for GIS. Hardware configurations for GIS span a tremendous range in terms of start-up and acquisition costs. All systems carry associated costs for maintenance and support. 

1.4.3 Software 

Software is also a highly dynamic part of the system. Dozens of GIS software packages now exist. These systems are available on many different types of hardware platforms and come with a wide variety of functional capabilities. Public domain software is also available, though on a more limited basis than commercial software. The range in software options goes from generic turn-key systems that are ready for use "right out of the box" to customized installations designed to support specific user needs. 

Given the sometimes bewildering array of choices for hardware and software, selection and use of a GIS should be approached strategically. In all cases, anyone considering a GIS software package should consider needs carefully and consult various references, including other users, vendors, and technical publications. 

1.4.4 Users 

The final component required for a true GIS is users. The term "user" may refer to any individual who will use GIS to support project or program goals, or to an entire organization that will employ GIS in support of its overall mission. 

GIS users are often envisioned as hands-on computer processing people. While this is in part true, we choose to define a broader spectrum of GIS users. One classification scheme (USGS, 1988) classifies users into two groups: system users and end users. 

System users are those persons who have actual hands-on use of the GIS hardware and software. These persons have advanced technical skills in the application of GIS to problem solving. System users tend to be responsible not only for the day-to-day use of the system, but also for system maintenance and upkeep. 

End users are those persons who do not have actual hands-on use of the system but who do make use of the information products generated via the GIS. End users do not necessarily have to possess hands-on technical skills. However, they must be able to communicate effectively and interact with system users in order to make requests for information products, and must also understand the limitations and requirements of GIS-based processing. GIS must not be a "black box" to end users. They should always be aware of the costs and benefits of a GIS approach to problem solving in order to determine if the requests they make of GIS are reasonable and to judge the quality of the output they receive. 

Yet another type of user can be called data generators. These are people who collect the raw data to be entered into the GIS. Because a GIS requires such a strict structuring of the data, data generators must often predicate data collection and compilation on the demands of the GIS. Thus, these persons must be made aware that the intended use of the GIS will play a major role in the way that they collect and package data. 

In sum, we can see that there is a broad spectrum of GIS users, a spectrum that extends beyond the image of all users as "hands-on" GIS experts. GIS has the capacity to affect people at all stages of the data collection, management, manipulation, and interpretation process. 

1.5 Functions of GIS 

Another productive way to study GIS is through our original definition: a GIS is a computerized, integrated system used to compile, store, manipulate, and output mapped data. This section examines each of these functions. 

1.5.1 Compilation 

Data compilations involve assembling all of the spatial and attribute data that are to be stored in a computerized format within the GIS. Map data with common projections, scales, and coordinate systems must be pulled together in order to establish the centralized GIS database. Data must also be examined for compatibility in terms of content and time of data collection. Ultimately, the data will be stored in a GIS according to the specific format requirements set by both the user and the chosen GIS software/hardware environment. 

When all of the common data requirements are set by the GIS user, a "base map" has been established. A base map is a set of standard requirements for data. It provides accurate standards for geographic control, and also defines a model or template that is used to shape all data into a compatible form. A base map is not necessarily a map per se; rather, it is a comprehensive set of standards established and enacted to ensure quality control for the spatial and attribute data contained in the GIS. 

Once the data are assembled and base map parameters are set, the user must translate the map and attribute data into computer-compatible form. This conversion process, referred to as "conversion" or "digitizing," converts paper maps into numerical digits that can be stored in the computer. Digitizing can be performed using various techniques. Scanning is one technique. Another technique is line digitizing which uses a tablet and a tracing stylus (Figure 6). Digitizing simplifies map data into sets of points, lines, or cells that can be stored in the GIS computer. Each GIS software package will impose a specific form and design on the way that these sets of points, lines, and cells are stored as digital map files. 
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Figure 6: A digitizer can convert paper maps into numerical digits that can be stored in the computer. The digitizing simplifies map data into sets of points, lines, and cells which are stored as digital map files. 
Digitization is a simplification process that converts all spatial data to a point (e.g., a well), a line (e.g., a stream), a polygon formed by a closed, complex line (e.g., a lake), or a grid cell. Digitization reduces all spatial entities to these simple forms because they are easy to store in the computer. A GIS database cannot readily recognize features or entities as human map users do. For example, we cannot enter the entity "lake" into a GIS. Rather, we enter the spatial data coordinates for the lake's shoreline as a polygon. Later, the attributes of the lake will be entered into the GIS database and will be associated with the polygon. 

Following the digitization of map features, the user completes the compilation phase by relating all spatial features to their respective attributes, and by cleaning up and correcting errors introduced as a result of the data conversion process. The end results of compilation is a set of digital files, each accurately representing all of the spatial and attribute data of interest contained on the original map manuscripts. These digital files contain geographic coordinates for spatial objects (points, lines, polygons, and cells) that represent mapped features. Although we conceptualize the GIS as a set of registered map layers, the GIS actually stores these data at a much more basic level. 

1.7.2 Storage 

Once the data have been digitally compiled, digital map files in the GIS are stored on magnetic or other (e.g., optical) digital media. Again, different GIS software packages will employ different storage formats. In most cases, however, data storage will be based on a generic data model that is used to convert map data into a digital form. The two most common types of data models are raster and vector. Both types are used to simplify the data shown on a map into a more basic form that can be easily and efficiently stored in the computer. 

1.7.2.1 Raster 

Raster approaches to storing map data in a GIS are perhaps the most intuitive. Figure 7 shows the essential steps involved in converting a map to a raster format. First, a gridded matrix is registered to and overlaid on the original map manuscript. Location in the grid is defined by the row and column coordinates of each cell. To encode the map data for each cell in the raster format, three pieces of data are recorded: the row coordinate, the column coordinate, and the attribute. Thus a triplet of data is recorded for each cell in the array, which is termed a raster. After map data are stored in a raster format, each cell in the raster corresponds to a location on the map and each cell's location in the raster is identified by row and column coordinates. By assigning a value to each cell, the corresponding attribute data for that location are also stored. The end result of this conversion process is a set of cells, each with a specified location and an attribute value. These data can then be entered into a computer-compatible file and stored in the GIS database. 
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Figure 7: A raster model stores spatial and attribute data together for sets of grid cells registered to the original map. The location of each grid cell is defined by row and column coordinates with an associated attribute tag linked to each cell. The end result of converting a map to a raster data file is a GIS-compatible digital data file. 
Perhaps the most critical issue in using a raster GIS is the selection of an appropriate grid cell size. The user is forced to examine the trade-off between data resolution (how small grid cells are in the raster array) and storage requirements (increasing the number of rows and columns causes exponential increases in storage requirements). The use of smaller cells records greater detail in the GIS, so the user would normally attempt to select the smallest practical cell size. The choice of cell size depends on many factors, including the resolution of the original map data, the degree of resolution needed in the GIS analysis, the time and money available for data compilation, available storage space on the GIS computer, and cell sizes already employed for previously existing raster data that the user may want to incorporate into the GIS database. 

Cell size is critical because it is one of the base map parameters that must be standard for all of the layers in a raster GIS. While it is technically feasible to store data at different cell sizes, all analysis and multi-map manipulation operations require that cell sizes be the same (as well as projection, scale, and coordinate system). Typically, a GIS allows the user to adjust cell sizes within the database. The user must be aware of the nature of the data and not violate the limits of those data. For example, when attempting to combine two data layers that have been compiled and stored at two cell sizes, the user must increase the cell size on the layer having smaller cells to match that of the layer using larger cells. For this reason, the highest level of detail stored in such a database is only equal to the map layer having the largest cell size. This cell size becomes, in essence, the lowest common geography for the raster-based GIS. 

1.7.2.2 Vector 

A vector data structure is very different from a raster data model. Whereas the raster data model uses sets of grid cells to record all data, a vector model stores all spatial data as either a point, line, or polygon. These three types of spatial data are referred to as features, and a vector GIS can be termed a "feature-based technology." Figure 8 shows an example of a vector data model. When a vector model represents an entity as a point (e.g., a well), a single coordinate pair is used to specify its location. A feature represented as a line (e.g., a stream) uses a linked set of coordinates, and a feature represented as a polygon, which is an alternative form of a line (e.g., a lake), must have the same beginning and ending point coordinates. In a raster model, a point is a single cell, a line is a linked set of cells, and a polygon is a group or neighborhood of similarly encoded cells. For all three types of features stored in a vector GIS, an attribute code is entered into the GIS files to identify the object. For example, a lake would be vectorized (added to the database as a vector map) as a polygon by storing the linked set of coordinates for the shoreline and the attribute code "lake" would be entered in the GIS files to identify that group of cells. 
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Figure 8: A vector model stores all spatial data as basic features or points, lines, and polygons. Points are stored as discrete coordinate pairs, lines as linked sets of coordinates, and polygons as areas with an alternative form of a line that has the same beginning and ending coordinates. Attribute tags such as "lake" are then added to the spatial data file. The end result of converting a map to a vector data file is a GIS-compatible digital data file. 
1.7.3 Advantages of Digitized Storage 

Whether a GIS is raster or vector based, spatial data from map manuscripts must be compiled and stored in a simplified form that the computer can recognize. Each of these models handles spatial and attribute data in such a way as to allow the digital processing capability of a computer to be applied to managing and storing data. Computers cannot store maps in their original form; they must be converted via a digitizing process. That digitizing and storage process often is a time-consuming and expensive part of building a GIS; the cost of initially digitizing all data may comprise a majority of the total cost of system implementation. Despite the cost, digital maps stored on a computer are in a much more dynamic form and can be easily and rapidly processed. Digital data can also be exchanged between GIS systems, copies can easily be made and distributed to multiple users, and data can be shared using telecommunications options available to modern computer users. Thus, the end result of converting data into GIS-compatible format is a more dynamic, flexible data environment. 

1.7.4 Manipulation 

Once data are stored in a GIS, many retrieval, analysis, and output options are available to users. These functions are often available in the form of "toolkits." A toolkit is a set of generic functions that a GIS user can employ to manipulate and analyze geographic data. Toolkits provide processing functions such as data retrieval, measuring area and perimeter, overlaying maps, performing map algebra, and reclassifying map data. A GIS usually includes a basic set of computer programs or "tools." The functions provided by the toolkit vary with the software package. Here below is an overview of various tool functions. 

Data manipulation tools include coordinate change, projection, and edge matching, which allow a GIS to reconcile irregularities between map layers or adjacent map sheets called "tiles." Query and windowing are spatial retrieval tools. Query provides a way to retrieve user-specified data from the database. Windowing allows the user to select a specified area from a map displayed on the monitor to examine it in greater detail. 
Data analysis tools include aggregation, classification, measurement, overlay, buffering, networks, and map algebra. Aggregation helps the user in interpreting the data, classification allows the user to classify areas within a map, and measurement can be used to determine the size of any area. The overlay function allows the user to "stack" map layers on one another. Buffering examines an area that surrounds a feature of interest such as a point. Network functions examine the movement of objects along an interconnected pathway (e.g., traffic flow along a map of highway segments). Map algebra utilities allow the user to specify mathematical relationships between map layers. 
1.7.5 Output 

The final functional task of a GIS is to generate output; usually a map. GIS-generated maps are compiled from the many data sets contained in the digital GIS and match exact user specifications. Map output may employ several color and symbology schemes, and will be sized and scaled to meet user needs. These output products resemble hand-drafted maps and fulfill essentially the same purposes. However, it is incorrect to refer to GIS simply as a mapping system. Although GIS is able to generate high-quality map output, its ability to perform analysis and management sets it apart from the more limited computer-mapping packages. 

Another form of output from a GIS is tabular or report information. Data summarized according to user-defined classes or within user-defined areas can readily be generated in a textual format. This output may also be routed to another computer application such as a statistical analysis package or a graphing package for subsequent analysis and display. 

The digital data themselves are often overlooked as a type of GIS output. Data files can be readily shared between users or systems. Because the data are in a digital format they can easily be copied, transmitted via cable or phone line, or distributed on media such as diskettes, computer-compatible tapes, or optical media such as compact disks. This greatly facilitates data sharing and provides increased access to data and information across the entire user spectrum. 

Having completed a review of the basic elements and functions of a GIS, you can understand what GIS is designed to do. A few of the relative advantages and disadvantages of a GIS approach can now be assessed from a foundation of understanding. On that basis, the next section examines a generic approach to getting started with GIS. 

Summary

· Geographic information is information about places on the earth's surface 

· Geographic information technologies include global positioning systems (GPS), remote sensing and geographic information systems. 

· Geographic information systems are both computer systems and software 

· GIS can have many different manifestations 

· GIS is used for a great variety of applications 

· Geographic information science is the science behind GIS technology 

Learning Activities

1. Define the terms geographic information systems, map, geographic data, GIS user, digitization, raster and vector.

2. Identify and describe the different components of a GIS.

3. What four functions must all GIS include? 
4. Outline the advantages of a GIS when compared to traditional maps.

5. Discuss the factors that have led to a wider application and appreciation of GIS technology in developing countries.

6. Explain the influence GIS technology can have on resource management.
7. If the latest GIS systems can convert vector data into raster form and vice versa, is it now irrelevant to maintain a distinction between vector and raster GIS? 

8. How would you distinguish among GIS, CAD, AM /FM? 

9. What disciplines and applications have had the greatest influence on the development of current GIS technologies? 
10. Why is it that any networked computer is an insecure computer? What must be done to make a computer totally secure? Name two ways the agricultural sector secures its digital information? 
11. Give three reasons why "human" or "organizational" considerations may prove a factor in the success or failure of GIS projects in government organizations? 
12. Even with the increasing availability of digital sources, why might one still consider tracing from paper sources for a GIS project? 
13. What does the acronym AM/FM mean? Is it synonymous with GIS? 
14. What are the three issues that are likely to constrain the spread of GIS technology in developing countries, and why? 
15. CAD is not GIS, but why is the distinction less clear in recent years? 
16. Why is it useful to view GIS as a process rather than merely software of hardware? 
17. What is the fundamental difference between raster and vector GIS? 
18. Explain the difference between attribute and spatial data, give examples. 
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Web references

Introductions to GIS 

· USGS GIS Tutorial - http://www.usgs.gov/research/gis/title.html 

· The Geographer's Craft - http://www.utexas.edu/depts/grg/gcraft/notes/intro/intro.html 

· Nick Chrisman's "What is GIS?" - http://faculty.washington.edu/chrisman/G460/Lec02.html 

· ESRI's  About GIS - http://www.esri.com/library/gis/abtgis/what_gis.html 

· The Essential Guide to GIS -  http://giswww.kingston.ac.uk/ESGUIDE/start.html 

· "What is GIS?" - http://www.dlsr.com.au/whatgis.htm 

TOPIC TWO

FUNDAMENTAL CONCEPTS
Introduction 
Perhaps we should use the acronym gIs, rather than GIS for geographic information systems. These are really geographic INFORMATION systems. It is the information they contain that makes them so valuable. 

The database is also important because its creation will often account for up to three-quarters of the time and effort involved in developing a geographic information system. Once an organization compiles this information, the database may be maintained for ten to fifty years. For this reason, shortcuts are not recommended. 

It is important, however, to view these GIS databases as more than simple stores of information. The database is used to abstract very specific sorts of information about reality and organize it in a way that will prove useful. The database should be viewed as a representation or model of the world developed for a very specific application. 

One of the reasons that there are so many software and hardware systems employed for GIS is because each system allows users to represent and model certain types of phenomena. 
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(LEARNING OUTCOMES
2.1 GIS Data Models
GIS stores information about the world as a collection of thematic layers that can be linked together by geography. This simple but extremely powerful and versatile concept has proven invaluable for solving many real-world problems from tracking delivery vehicles, to recording details of planning applications, to modeling global atmospheric circulation. The thematic layer approach allows us to organize the complexity of the real world into a simple representation to help facilitate our understanding of natural relationships.
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2.2 GIS Data Types
The basic data types in a GIS reflect traditional data found on a map. Accordingly, GIS technology utilizes two basic types of data. These are:
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	Spatial data: describes the absolute and relative location of geographic features. 
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	Attribute data: describes characteristics of the spatial features. These characteristics can be quantitative and/or qualitative in nature. Attribute data is often referred to as tabular data.


The coordinate location of a forestry stand would be spatial data, while the characteristics of that forestry stand, e.g. cover group, dominant species, crown closure, height, etc., would be attribute data. Other data types, in particular image and multimedia data, are becoming more prevalent with changing technology. Depending on the specific content of the data, image data may be considered either spatial, e.g. photographs, animation, movies, etc., or attribute, e.g. sound, descriptions, narration’s, etc. 

2.2.1 Spatial Data Models
Traditionally spatial data has been stored and presented in the form of a map. Three basic types of spatial data models have evolved for storing geographic data digitally. These are referred to as:
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	Vector;

	[image: image7.png]



	Raster; and
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	Image.


The following diagram reflects the two primary spatial data encoding techniques. These are vector and raster. Image data utilizes techniques very similar to raster data, however typically lacks the internal formats required for analysis and modeling of the data. Images reflect pictures or photographs of the landscape.
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2.2.1 Vector Data Formats
All spatial data models are approaches for storing the spatial location of geographic features in a database. Vector storage implies the use of vectors (directional lines) to represent a geographic feature. Vector data is characterized by the use of sequential points or vertices to define a linear segment. Each vertex consists of an X coordinate and a Y coordinate.

Vector lines are often referred to as arcs and consist of a string of vertices terminated by a node. A node is defined as a vertex that starts or ends an arc segment. Point features are defined by one coordinate pair, a vertex. Polygonal features are defined by a set of closed coordinate pairs. In vector representation, the storage of the vertices for each feature is important, as well as the connectivity between features, e.g. the sharing of common vertices where features connect.

Several different vector data models exist, however only two are commonly used in GIS data storage. 
	The most popular method of retaining spatial relationships among features is to explicitly record adjacent information in what is known as the topologic data model. Topology is a mathematical concept that has its basis in the principles of feature adjacency and connectivity. 


The topologic data structure is often referred to as an intelligent data structure because spatial relationships between geographic features are easily derived when using them. Primarily for this reason the topologic model is the dominant vector data structure currently used in GIS technology. Many of the complex data analysis functions cannot effectively be undertaken without a topologic vector data structure. Topology is reviewed in greater detail later on in the module.

The secondary vector data structure that is common among GIS software is the computer-aided drafting (CAD) data structure. This structure consists of listing elements, not features, defined by strings of vertices, to define geographic features, e.g. points, lines, or areas. There is considerable redundancy with this data model since the boundary segment between two polygons can be stored twice, once for each feature. The CAD structure emerged from the development of computer graphics systems without specific considerations of processing geographic features. Accordingly, since features, e.g. polygons, are self-contained and independent, questions about the adjacency of features can be difficult to answer. The CAD vector model lacks the definition of spatial relationships between features that is defined by the topologic data model.
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	(Adapted from Berry)


2.2.2 Raster Data Formats
Raster data models incorporate the use of a grid-cell data structure where the geographic area is divided into cells identified by row and column. This data structure is commonly called raster. While the term raster implies a regularly spaced grid other tessellated data structures do exist in grid based GIS systems. In particular, the quadtree data structure has found some acceptance as an alternative raster data model.

The size of cells in a tessellated data structure is selected on the basis of the data accuracy and the resolution needed by the user. There is no explicit coding of geographic coordinates required since that is implicit in the layout of the cells. A raster data structure is in fact a matrix where any coordinate can be quickly calculated if the origin point is known, and the size of the grid cells is known. Since grid-cells can be handled as two-dimensional arrays in computer encoding many analytical operations are easy to program. This makes tessellated data structures a popular choice for many GIS software. Topology is not a relevant concept with tessellated structures since adjacency and connectivity are implicit in the location of a particular cell in the data matrix.

Several tessellated data structures exist, however only two are commonly used in GIS's. The most popular cell structure is the regularly spaced matrix or raster structure. This data structure involves a division of spatial data into regularly spaced cells. Each cell is of the same shape and size. Squares are most commonly utilized.

Since geographic data is rarely distinguished by regularly spaced shapes, cells must be classified as to the most common attribute for the cell. The problem of determining the proper resolution for a particular data layer can be a concern. If one selects too coarse a cell size then data may be overly generalized. If one selects too fine a cell size then too many cells may be created resulting in a large data volume, slower processing times, and a more cumbersome data set. As well, one can imply accuracy greater than that of the original data capture process and this may result in some erroneous results during analysis. 

As well, since most data is captured in a vector format, e.g. digitizing, data must be converted to the raster data structure. This is called vector-raster conversion. Most GIS software allows the user to define the raster grid (cell) size for vector-raster conversion. It is imperative that the original scale, e.g. accuracy, of the data be known prior to conversion. The accuracy of the data, often referred to as the resolution, should determine the cell size of the output raster map during conversion.

Most raster based GIS software requires that the raster cell contain only a single discrete value. Accordingly, a data layer, e.g. forest inventory stands, may be broken down into a series of raster maps, each representing an attribute type, e.g. a species map, a height map, a density map, etc. These are often referred to as one attribute maps. This is in contrast to most conventional vector data models that maintain data as multiple attribute maps, e.g. forest inventory polygons linked to a database table containing all attributes as columns. This basic distinction of raster data storage provides the foundation for quantitative analysis techniques. This is often referred to as raster or map algebra. The use of raster data structures allow for sophisticated mathematical modeling processes while vector based systems are often constrained by the capabilities and language of a relational DBMS.
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	(Adapted from Berry)


This difference is the major distinguishing factor between vector and raster based GIS software. It is also important to understand that the selection of a particular data structure can provide advantages during the analysis stage. For example, the vector data model does not handle continuous data, e.g. elevation, very well while the raster data model is more ideally suited for this type of analysis. Accordingly, the raster structure does not handle linear data analysis, e.g. shortest path, very well while vector systems do. It is important for the user to understand that there are certain advantages and disadvantages to each data model.

	The selection of a particular data model, vector or raster, is dependent on the source and type of data, as well as the intended use of the data. Certain analytical procedures require raster data while others are better suited to vector data. 


2.2.3 Image Data
Image data is most often used to represent graphic or pictorial data. The term image inherently reflects a graphic representation, and in the GIS world, differs significantly from raster data. Most often, image data is used to store remotely sensed imagery, e.g. satellite scenes or orthophotos, or ancillary graphics such as photographs, scanned plan documents, etc. Image data is typically used in GIS systems as background display data (if the image has been rectified and georeferenced); or as a graphic attribute. Remote sensing software makes use of image data for image classification and processing. Typically, this data must be converted into a raster format (and perhaps vector) to be used analytically with the GIS.

Image data is typically stored in a variety of de facto industry standard proprietary formats. These often reflect the most popular image processing systems. Other graphic image formats, such as TIFF, GIF, PCX, etc., are used to store ancillary image data. Most GIS software will read such formats and allow you to display this data.

2.2.4 Vector and Raster - Advantages and Disadvantages
There are several advantages and disadvantages for using either the vector or raster data model to store spatial data. These are summarized below.

	Vector Data 
	 
	Advantages :
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	Data can be represented at its original resolution and form without generalization.
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	Graphic output is usually more aesthetically pleasing (traditional cartographic representation);
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	Since most data, e.g. hard copy maps, is in vector form no data conversion is required.
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	Accurate geographic location of data is maintained.
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	Allows for efficient encoding of topology, and as a result more efficient operations that require topological information, e.g. proximity, network analysis.

	 
	 
	Disadvantages:
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	The location of each vertex needs to be stored explicitly.
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	For effective analysis, vector data must be converted into a topological structure. This is often processing intensive and usually requires extensive data cleaning. As well, topology is static, and any updating or editing of the vector data requires re-building of the topology.

	 
	[image: image19.png]



	Algorithms for manipulative and analysis functions are complex and may be processing intensive. Often, this inherently limits the functionality for large data sets, e.g. a large number of features.
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	Continuous data, such as elevation data, is not effectively represented in vector form. Usually substantial data generalization or interpolation is required for these data layers.
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	Spatial analysis and filtering within polygons is impossible.


……………………………………………………………………………………… 
	Raster Data 
	 
	Advantages :
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	The geographic location of each cell is implied by its position in the cell matrix. Accordingly, other than an origin point, e.g. bottom left corner, no geographic coordinates are stored.
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	Due to the nature of the data storage technique data analysis is usually easy to program and quick to perform.
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	The inherent nature of raster maps, e.g. one attribute maps, is ideally suited for mathematical modeling and quantitative analysis.
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	Discrete data, e.g. forestry stands, is accommodated equally well as continuous data, e.g. elevation data, and facilitates the integrating of the two data types.
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	Grid-cell systems are very compatible with raster-based output devices, e.g. electrostatic plotters, graphic terminals.

	 
	 
	 

	 
	 
	Disadvantages:
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	The cell size determines the resolution at which the data is represented;
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	It is especially difficult to adequately represent linear features depending on the cell resolution. Accordingly, network linkages are difficult to establish.
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	Processing of associated attribute data may be cumbersome if large amounts of data exist. Raster maps inherently reflect only one attribute or characteristic for an area.
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	Since most input data is in vector form, data must undergo vector-to-raster conversion. Besides increased processing requirements this may introduce data integrity concerns due to generalization and choice of inappropriate cell size.
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	Most output maps from grid-cell systems do not conform to high-quality cartographic needs.


It is often difficult to compare or rate GIS software that use different data models. Some personal computer (PC) packages utilize vector structures for data input, editing, and display but convert to raster structures for any analysis. Other more comprehensive GIS offerings provide both integrated raster and vector analysis techniques. They allow users to select the data structure appropriate for the analysis requirements. Integrated raster and vector processing capabilities are most desirable and provide the greatest flexibility for data manipulation and analysis.
2.3 Attribute Data Models
A separate data model is used to store and maintain attribute data for GIS software. These data models may exist internally within the GIS software, or may be reflected in external commercial Database Management Software (DBMS). A variety of different data models exist for the storage and management of attribute data. The most common are:
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	Tabular
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	Hierarchical
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	Network
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	Relational
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	Object Oriented


The tabular model is the manner in which most early GIS software packages stored their attribute data. The next three models are those most commonly implemented in database management systems (DBMS). The object oriented is newer but rapidly gaining in popularity for some applications. A brief review of each model is provided.

2.3.1 Tabular Model
The simple tabular model stores attribute data as sequential data files with fixed formats (or comma delimited for ASCII data), for the location of attribute values in a predefined record structure. This type of data model is outdated in the GIS arena. It lacks any method of checking data integrity, as well as being inefficient with respect to data storage, e.g. limited indexing capability for attributes or records, etc.

2.3.2 Hierarchial Model
The hierarchial database organizes data in a tree structure. Data is structured downward in a hierarchy of tables. Any level in the hierarchy can have unlimited children, but any child can have only one parent. Hierarchial DBMS have not gained any noticeable acceptance for use within GIS. They are oriented for data sets that are very stable, where primary relationships among the data change infrequently or never at all. Also, the limitation on the number of parents that an element may have is not always conducive to actual geographic phenomenon.

2.3.3 Network Model
The network database organizes data in a network or plex structure. Any column in a plex structure can be linked to any other. Like a tree structure, a plex structure can be described in terms of parents and children. This model allows for children to have more than one parent.

Network DBMS have not found much more acceptance in GIS than the hierarchial DBMS. They have the same flexibility limitations as hierarchial databases; however, the more powerful structure for representing data relationships allows a more realistic modeling of geographic phenomenon. However, network databases tend to become overly complex too easily. In this regard it is easy to lose control and understanding of the relationships between elements.

2.3.4 Relational Model
The relational database organizes data in tables. Each table, is identified by a unique table name, and is organized by rows and columns. Each column within a table also has a unique name. Columns store the values for a specific attribute, e.g. cover group, tree height. Rows represent one record in the table. In a GIS each row is usually linked to a separate spatial feature, e.g. a forestry stand. Accordingly, each row would be comprised of several columns, each column containing a specific value for that geographic feature. The following figure presents a sample table for forest inventory features. This table has 4 rows and 5 columns. The forest stand number would be the label for the spatial feature as well as the primary key for the database table. This serves as the linkage between the spatial definition of the feature and the attribute data for the feature.

	UNIQUE STAND NUMBER
	DOMINANT COVER GROUP
	AVG. TREE HEIGHT
	STAND SITE INDEX
	STAND AGE

	001
	DEC
	3
	G
	100

	002
	DEC-CON
	4
	M
	80

	003
	DEC-CON
	4
	M
	60

	004
	CON
	4
	G
	120


Data is often stored in several tables. Tables can be joined or referenced to each other by common columns (relational fields). Usually the common column is an identification number for a selected geographic feature, e.g. a forestry stand polygon number. This identification number acts as the primary key for the table. The ability to join tables through use of a common column is the essence of the relational model. Such relational joins are usually ad hoc in nature and form the basis of for querying in a relational GIS product. Unlike the other previously discussed database types, relationships are implicit in the character of the data as opposed to explicit characteristics of the database set up.

	The relational database model is the most widely accepted for managing the attributes of geographic data.


There are many different designs of DBMSs, but in GIS the relational design has been the most useful. In the relational design, data are stored conceptually as a collection of tables. Common fields in different tables are used to link them together. This surprisingly simple design has been so widely used primarily because of its flexibility and very wide deployment in applications both within and without GIS.
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In fact, most GIS software provides an internal relational data model, as well as support for commercial off-the-shelf (COTS) relational DBMS'. COTS DBMS’ are referred to as external DBMS’. This approach supports users with small data sets, where an internal data model is sufficient, and customers with larger data sets who utilize a DBMS for other corporate data storage requirements. With an external DBMS the GIS software can simply connect to the database, and the user can make use of the inherent capabilities of the DBMS. External DBMS’ tend to have much more extensive querying and data integrity capabilities than the GIS’ internal relational model. The emergence and use of the external DBMS is a trend that has resulted in the proliferation of GIS technology into more traditional data processing environments.

The relational DBMS is attractive because of it’s:
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	Simplicity in organization and data modeling.
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	Flexibility - data can be manipulated in an ad hoc manner by joining tables.
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	efficiency of storage - by the proper design of data tables redundant data can be minimized; and
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	The non-procedural nature - queries on a relational database do not need to take into account the internal organization of the data.


The relational DBMS has emerged as the dominant commercial data management tool in GIS implementation and application.
The following diagram illustrates the basic linkage between a vector spatial data (topologic model) and attributes maintained in a relational database file.
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	(from Berry)


2.3.5 Object-Oriented Model
The object-oriented database model manages data through objects. An object is a collection of data elements and operations that together are considered a single entity. The object-oriented database is a relatively new model. This approach has the attraction that querying is very natural, as features can be bundled together with attributes at the database administrator's discretion. To date, only a few GIS packages are promoting the use of this attribute data model. However, initial impressions indicate that this approach may hold many operational benefits with respect to geographic data processing. 

2.4 Spatial Data Relationships
The nature of spatial data relationships are important to understand within the context of GIS. In particular, the relationship between geographic features is a complex problem in which we are far from understanding in its entirety. This is of concern since the primary role of GIS is the manipulation and analysis of large quantities of spatial data. To date, the accepted theoretical solution is to topologically structure spatial data. 

	It is believed that a topologic data model best reflects the geography of the real world and provides an effective mathematical foundation for encoding spatial relationships, providing a data model for manipulating and analyzing vector based data.


Most GIS software segregate spatial and attribute data into separate data management systems. Most frequently, the topological or raster structure is used to store the spatial data, while the relational database structure is used to store the attribute data. Data from both structures are linked together for use through unique identification numbers, e.g. feature labels and DBMS primary keys. This coupling of spatial features with an attribute record is usually maintained by an internal number assigned by the GIS software. A label is required so the user can load the appropriate attribute record for a given geographic feature. Most often a single attribute record is automatically created by the GIS software once a clean topological structure is properly generated. This attribute record normally contains the internal number for the feature, the user's label identifier, the area of the feature, and the perimeter of the feature. Linear features have the length of the feature defined instead of the area.

Summary 

The topologic model is often confusing to initial users of GIS. Topology is a mathematical approach that allows us to structure data based on the principles of feature adjacency and feature connectivity. It is in fact the mathematical method used to define spatial relationships. Without a topologic data structure in a vector based GIS most data manipulation and analysis functions would not be practical or feasible.

The most common topological data structure is the arc/node data model. This model contains two basic entities, the arc and the node. The arc is a series of points, joined by straight line segments that start and end at a node. The node is an intersection point where two or more arcs meet. Nodes also occur at the end of a dangling arc, e.g. an arc that does not connect to another arc such as a dead end street. Isolated nodes, not connected to arcs represent point features. A polygon feature is comprised of a closed chain of arcs.

In GIS software the topological definition is commonly stored in a proprietary format. However, most software offerings record the topological definition in three tables. These tables are analogous to relational tables. The three tables represent the different types of features, e.g. point, line, area. A fourth table containing the coordinates is also utilized. The node table stores information about the node and the arcs that are connected to it. The arc table contains topological information about the arcs. This includes the start and end node, and the polygon to the left and right that the arc is an element of. The polygon table defines the arcs that make up each polygon. While arc, node, and polygon terminology is used by most GIS vendors, some also introduce terms such as edges and faces to define arcs and polygons. This is merely the use of different words to define topological definitions. Do not be confused by this. 

Since most input data does not exist in a topological data structure, topology must be built with the GIS software. Depending on the data set this can be a CPU intensive and time consuming procedure. This building process involves the creation of the topological tables and the definition of the arc, node, and polygon entities. To properly define the topology there are specific requirements with respect to graphic elements, e.g. no duplicate lines, no gaps in arcs that define polygon features, etc. 
The topological model is utilized because it effectively models the relationship of spatial entities. Accordingly, it is well suited for operations such as contiguity and connectivity analyses. Contiguity involves the evaluation of feature adjacency, e.g. features that touch one another, and proximity, e.g. features that are near one another. The primary advantage of the topological model is that spatial analysis can be done without using the coordinate data. Many operations can be done largely, if not entirely, by using the topological definition alone. This is a significant advantage over the CAD or spaghetti vector data structure that requires the derivation of spatial relationships from the coordinate data before analysis can be undertaken. 

The major disadvantage of the topological data model is its static nature. It can be a time consuming process to properly define the topology depending on the size and complexity of the data set. For example, 2,000 forest stand polygons will require considerably longer to build the topology that 2,000 municipal lot boundaries. This is due to the inherent complexity of the features, e.g. lots tend to be rectangular while forest stands are often long and sinuous. This can be a consideration when evaluating the topological building capabilities of GIS software. The static nature of the topological model also implies that every time some editing has occurred, e.g. forest stand boundaries are changed to reflect harvesting or burns, the topology must be rebuilt. The integrity of the topological structure and the DBMS tables containing the attribute data can be a concern here. This is often referred to as referential integrity. While topology is the mechanism to ensure integrity with spatial data, referential integrity is the concept of ensuring integrity for both linked topological data and attribute data.
Learning Activities

1. Briefly discuss the concept of GIS storing information as a collection of thematic layers.

2. Describe two basic types of data utilized by GIS technology.

3. State and explain the basic types of spatial data models that have evolved for storing geographic data digitally.

4. Explain the term topologic data structure.
5. Give advantages and disadvantages for using either the vector or raster data model to store spatial data.

6. Describe different data models that exist for the storage and management of attribute data.

7. Explain why relational DBMS has emerged as the dominant data management tool in GIS implementation and application.

8. Outline the advantages and disadvantages of topologic model
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Sources of software that can be used to support the material in this topic
Utrecht University: PCRaster

http://www.frw.ruu.nl/pcraster.html. Source of downloadable software for raster mapping and dynamic modeling via ftp://pop.frw.ruuu.nl/pcraster/version2/

Gstat (Geostatics – E. Pebesma). Information, dynamic demonstrations, software and manuals can be obtained from http://www.frw.uva.nl / ˜pebesma/gstat/
TOPIC THREE
DATA QUALITY, ACCURACY, ERROR AND PRECISION
Introduction 
Until quite recently, people involved in developing and using GIS paid little attention to the problems caused by error, inaccuracy, and imprecision in spatial datasets. Certainly there was an awareness that all data suffers from inaccuracy and imprecision, but the effects on GIS problems and solutions was not considered in great detail. Major introductions to the field such as C. Dana Tomlin's Geographic Information Systems and Cartographic Modeling (1990), Jeffrey Star and John Estes's Geographic Information Systems: An Introduction (1990), and Keith Clarke's Analytical and Computer Cartography (1990) barely mention the issue. 

This situation has changed substantially in recent years. It is now generally recognized that error, inaccuracy, and imprecision can "make or break" many types of GIS project. That is, errors left unchecked can make the results of a GIS analysis almost worthless. 

The irony is that the problem of error is devolves from one of greatest strengths of GIS. GIS gain much of their power from being able to collate and cross-reference many types of data by location. They are particularly useful because they can integrate many discrete datasets within a single system. Unfortunately, every time a new dataset is imported, the GIS also inherit its errors. These may combine and mix with the errors already in the database in unpredictable ways. 

One of first thorough discussions of the problems and sources error appeared in P.A. Burrough's Principles of Geographical Information Systems for Land Resources Assessment (1986). Now the issue is addressed in many introductory texts on GIS. 

The key point is that even though error can disrupt GIS analyses, there are ways to keep error to a minimum through careful planning and methods for estimating its effects on GIS solutions. Awareness of the problem of error has also had the useful benefit of making GIS practitioners more sensitive to potential limitations of GIS to reach impossibly accurate and precise solutions.
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(LEARNING OUTCOMES
3.1 Characterizing Geographic Features
All geographic features on the earth's surface can be characterized and defined as one of three basic feature types. These are points, lines, and areas.
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	Point data exists when a feature is associated with a single location in space. Examples of point features include a fire lookout tower, an oil well or gas activity site, and a weather station.
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	Linear data exists when a feature's location is described by a string of spatial coordinates. Examples of linear data include rivers, roads, pipelines, etc.
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	Areal data exists when a feature is described by a closed string of spatial coordinates. An area feature is commonly referred to as a polygon. Polygonal data is the most common type of data in natural resource applications. Examples of polygonal data include forest stands, soil classification areas, administrative boundaries, and climate zones. Most polygon data is considered to be homogeneous in nature and thus is consistent throughout.


Commonly, an identifier accompanies all types of geographic features. This description or identifier is referred to as a label. Labels distinguish geographic features of the same type, e.g. forest stands, from one another. Labels can be in the form of a name, e.g. "Lake Naivasha", a description, e.g. "WELL" or a unique number, e.g. "123". Forest stand numbers are examples of polygon labels. Each label is unique and provides the mechanism for linking the feature to a set of descriptive characteristics, referred to as attribute data.
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	(Adapted from Berry)


It is important to note that geographic features and the symbology used to represent them, e.g. point, line, or polygon, are dependant on the graphic scale (map scale) of the data. Some features can be represented by point symbology at a small scale, e.g. villages on a 1: 1,000,000 map, and by areal symbology at a larger scale, e.g. villages on a 1: 10,000 map. Accordingly, the accuracy of the feature's location is often fuzzier at a smaller scale than a larger scale. The generalization of features is an inherent characteristic of data presented at a smaller scale. 

	Data can always be generalized to a smaller scale, but detail CANNOT be created!


Remember, as the scale of a map increases, e.g. 1:15,000 to 1:100,000, the relative size of the features decrease and the following may occur: 
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	Some features may disappear, e.g. features such as ponds, hamlets, and lakes, become indistinguishable as a feature and are eliminated.
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	Features change from areas to lines or to points, e.g. a village or town represented by a polygon at 1:15,000 may change to point symbology at a 1:100,000 scale.
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	Features change in shape, e.g. boundaries become less detailed and more generalized.; and
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	Some features may appear, e.g. features such as climate zones may be indistinguishable at a large scale (1:15,000) but the full extent of the zone becomes evident at a smaller scale (1:1,000,000).


Accordingly, the use of data from vastly different scales will result in many inconsistencies between the number of features and their type.

	The use and comparison of geographic data from vastly different source scales is totally inappropriate and can lead to significant error in geographic data processing.
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3.2 Data Accuracy and Quality
The quality of data sources for GIS processing is becoming an ever increasing concern among GIS application specialists. With the influx of GIS software on the commercial market and the accelerating application of GIS technology to problem solving and decision making roles, the quality and reliability of GIS products is coming under closer scrutiny. Much concern has been raised as to the relative error that may be inherent in GIS processing methodologies. While research is ongoing, and no finite standards have yet been adopted in the commercial GIS marketplace, several practical recommendations have been identified which help to locate possible error sources, and define the quality of data. The following review of data quality focuses on three distinct components, data accuracy, quality, and error.

3.2.1 Accuracy
The fundamental issue with respect to data is accuracy. Accuracy is the closeness of results of observations to the true values or values accepted as being true. This implies that observations of most spatial phenomena are usually only considered to estimates of the true value. The difference between observed and true (or accepted as being true) values indicates the accuracy of the observations.

Basically two types of accuracy exist. These are positional and attribute accuracy. Positional accuracy is the expected deviance in the geographic location of an object from its true ground position. This is what we commonly think of when the term accuracy is discussed. There are two components to positional accuracy. These are relative and absolute accuracy. Absolute accuracy concerns the accuracy of data elements with respect to a coordinate scheme, e.g. UTM. Relative accuracy concerns the positioning of map features relative to one another.

Often relative accuracy is of greater concern than absolute accuracy. For example, most GIS users can live with the fact that their survey township coordinates do not coincide exactly with the survey fabric, however, the absence of one or two parcels from a tax map can have immediate and costly consequences.

Attribute accuracy is equally as important as positional accuracy. It also reflects estimates of the truth. Interpreting and depicting boundaries and characteristics for forest stands or soil polygons can be exceedingly difficult and subjective. Most resource specialists will attest to this fact. Accordingly, the degree of homogeneity found within such mapped boundaries is not nearly as high in reality as it would appear to be on most maps.

3.2.2 Quality
Quality can simply be defined as the fitness for use for a specific data set. Data that is appropriate for use with one application may not be fit for use with another. It is fully dependant on the scale, accuracy, and extent of the data set, as well as the quality of other data sets to be used. The five components to data quality definitions are:

	1. 
	Lineage 

	2. 
	Positional Accuracy 

	3. 
	Attribute Accuracy 

	4. 
	Logical Consistency 

	5. 
	Completeness


	The ease with which geographic data in a GIS can be used at any scale highlights the importance of detailed data quality information. Although a data set may not have a specific scale once it is loaded into the GIS database, it was produced with levels of accuracy and resolution that make it appropriate for use only at certain scales, and in combination with data of similar scales.

	Lineage:The lineage of data is concerned with historical and compilation aspects of the data such as the :

	Positional Accuracy: The identification of positional accuracy is important. This includes consideration of inherent error (source error) and operational error (introduced error). A more detailed review is provided in the next section.

	Attribute Accuracy: Consideration of the accuracy of attributes also helps to define the quality of the data. This quality component concerns the identification of the reliability, or level of purity (homogeneity), in a data set. 

	Logical Consistency: This component is concerned with determining the faithfulness of the data structure for a data set. This typically involves spatial data inconsistencies such as incorrect line intersections, duplicate lines or boundaries, or gaps in lines. These are referred to as spatial or topological errors.

	Completeness: The final quality component involves a statement about the completeness of the data set. This includes consideration of holes in the data, unclassified areas, and any compilation procedures that may have caused data to be eliminated.


3.2.3 Error
Two sources of error, inherent and operational, contribute to the reduction in quality of the products that are generated by geographic information systems. Inherent error is the error present in source documents and data. Operational error is the amount of error produced through the data capture and manipulation functions of a GIS. Possible sources of operational errors include:
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	mislabeling of areas on thematic maps;
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	misplacement of horizontal (positional) boundaries;
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	human error in digitizing
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	classification error;.
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	GIS algorithm inaccuracies; and
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	human bias.


While error will always exist in any scientific process, the aim within GIS processing should be to identify existing error in data sources and minimize the amount of error added during processing. Because of cost constraints it is often more appropriate to manage error than attempt to eliminate it. There is a trade-off between reducing the level of error in a data base and the cost to create and maintain the database.

	An awareness of the error status of different data sets will allow user to make a subjective statement on the quality and reliability of a product derived from GIS processing.


The validity of any decisions based on a GIS product is directly related to the quality and reliability rating of the product.

	Depending upon the level of error inherent in the source data, and the error operationally produced through data capture and manipulation, GIS products may possess significant amounts of error.


One of the major problems currently existing within GIS is the aura of accuracy surrounding digital geographic data. Often hardcopy map sources include a map reliability rating or confidence rating in the map legend. This rating helps the user in determining the fitness for use for the map. However, rarely is this information encoded in the digital conversion process. 
Often because GIS data is in digital form and can be represented with a high precision it is considered to be totally accurate. In reality, a buffer exists around each feature which represents the actual positional location of the feature. For example, data captured at the 1:20,000 scale commonly has a positional accuracy of +/- 20 metres. This means the actual location of features may vary 20 metres in either direction from the identified position of the feature on the map. Considering that the use of GIS commonly involves the integration of several data sets, usually at different scales and quality, one can easily see how errors can be propagated during processing.

Example of areas of uncertainty for overlaying data
Several comments and guidelines on the recognition and assessment of error in GIS processing have been promoted in papers on the subject. These are summarized below:

	[image: image58.png]



	There is a need for developing error statements for data contained within geographic information systems (Vitek et al, 1984).
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	The integration of data from different sources and in different original formats (e.g. points, lines, and areas), at different original scales, and possessing inherent errors can yield a product of questionable accuracy (Vitek et al, 1984).
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	The accuracy of a GIS-derived product is dependent on characteristics inherent in the source products, and on user requirements, such as scale of the desired output products and the method and resolution of data encoding (Marble, Peuquet, 1983).
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	The highest accuracy of any GIS output product can only be as accurate as the least accurate data theme of information involved in the analysis (Newcomer, Szajgin, 1984).
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	Accuracy of the data decreases as spatial resolution becomes more coarse (Walsh et al, 1987). ; and
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	As the number of layers in an analysis increases, the number of possible opportunities for error increases (Newcomer, Szajgin, 1984).


Summary 

There are many sources of error that may affect the quality of a GIS dataset. Some are quite obvious, but others can be difficult to discern. Few of these will be automatically identified by the GIS itself. It is the user's responsibility to prevent them. Particular care should be devoted to checking for errors because GIS are quite capable of lulling the user into a false sense of accuracy and precision unwarranted by the data available. For example, smooth changes in boundaries, contour lines, and the stepped changes of chloropleth maps are "elegant misrepresentations" of reality. In fact, these features are often "vague, gradual, or fuzzy" (Burrough 1986). There is an inherent imprecision in cartography that begins with the projection process and its necessary distortion of some of the data (Koeln and others 1994), an imprecision that may continue throughout the GIS process. Recognition of error and importantly what level of error is tolerable and affordable must be acknowledged and accounted for by GIS users. 

Burrough (1986) divides sources of error into three main categories: 

1. Obvious sources of error. 

2. Errors resulting from natural variations or from original measurements. 

3. Errors arising through processing. 

Generally errors of the first two types are easier to detect than those of the third because errors arising through processing can be quite subtle and may be difficult to identify. Burrough further divided these main groups into several subcategories. 

Learning Activities

1. What are three sources of error in a GIS database? 

2. What is the difference between precision and accuracy? 

· What is "false precision"? How can the results of GIS analysis be reported to avoid this pitfall? 

· Why are mistakes caused by "false scale" so common when using automated mapping systems? 

· What is the difference between "propagation of error" and "cascading of error"? 

· What are four types of error arising from natural variation or original measurements that affect the quality of GIS datasets? 

1. List two sources of error that may be "hidden" from the GIS user, that is error resulting from natural variation, original measurement, or processing. 

1. What is the difference between positional accuracy, conceptual accuracy, and attribute accuracy? 

· List at least five problems that arise when "paper" maps are converted to "digital" maps. 
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TOPIC FOUR
SOURCES OF DATA, FORMATS AND INPUT TECHNIQUES

Introduction
There is tremendous range in the types of data used for GIS analysis. This reflects the varied goals of the systems themselves. Since GIS may be used for applications as varied as archeological analysis, marketing research, and urban planning, the source materials can be difficult to inventory and classify comprehensively. Even within a single GIS project, the range of materials employed can be daunting. 

Although the type of materials will vary greatly from project to project, GIS practitioners should be aware of some of the most commonly available data sources. These are materials collected and published by a number of government agencies and commercial businesses and are used quite widely. 
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(LEARNING OUTCOMES
4.1 Sources of Data
As previously identified, two types of data are input into a GIS, spatial and attribute. The data input process is the operation of encoding both types of data into the GIS database formats.

	The creation of a clean digital database is the most important and time consuming task upon which the usefulness of the GIS depends. The establishment and maintenance of a robust spatial database is the cornerstone of a successful GIS implementation.


As well, the digital data is the most expensive part of the GIS. Yet often, not enough attention is given to the quality of the data or the processes by which they are prepared for automation. 

	The general consensus among the GIS community is that 60 to 80 % of the cost incurred during implementation of GIS technology lies in data acquisition, data compilation and database development.


	


 Wide variety of data sources exist for both spatial and attribute data. The most common general sources for spatial data are:
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	hard copy maps;
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	aerial photographs;
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	remotely-sensed imagery;
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	point data samples from surveys; and
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	Existing digital data files.


Existing hard copy maps, e.g. sometimes referred to as analogue maps, provide the most popular source for any GIS project.

Potential users should be aware that while there are many private sector firms specializing in providing digital data, provincial and government agencies are an excellent source of data. Because of the large costs associated with data capture and input, government departments are often the only agencies with financial resources and manpower funding to invest in data compilation. Department of Resource Survey and Remote Sensing and Survey of Kenya are good examples of government agencies. Both have defined and implemented province wide coverage of digital base map data at varying map scales. As well, the forestry/wildlife agencies also provide thematic forest inventory data in digital format. An inherent advantage of digital data from government agencies is its cost. It is typically inexpensive. However, this is often offset by the data’s accuracy and quality. Thematic coverages are often not up to date. 
Attribute data has an even wider variety of data sources. Any textual or tabular data than can be referenced to a geographic feature, e.g. a point, line, or area, can be input into a GIS. Attribute data is usually input by manual keying or via a bulk loading utility of the DBMS software. ASCII format is a de facto standard for the transfer and conversion of attribute information.

The following figure describes the basic data types that are used and created by a GIS.
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4.2 Data Input Techniques
Since the input of attribute data is usually quite simple, the discussion of data input techniques will be limited to spatial data only. There is no single method of entering the spatial data into a GIS. Rather, there are several, mutually compatible methods that can be used singly or in combination. 

	The choice of data input method is governed largely by the application, the available budget, and the type and the complexity of data being input.


There are at least four basic procedures for inputting spatial data into a GIS. These are:
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	Manual digitizing;
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	Automatic scanning;
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	Entry of coordinates using coordinate geometry; and the

	[image: image73.png]



	Conversion of existing digital data.


4.2.1 Digitizing
While considerable work has been done with newer technologies, the overwhelming majority of GIS spatial data entry is done by manual digitizing. A digitizer is an electronic device consisting of a table upon which the map or drawing is placed. The user traces the spatial features with a hand-held magnetic pen, often called a mouse or cursor. While tracing the features the coordinates of selected points, e.g. vertices, are sent to the computer and stored. All points that are recorded are registered against positional control points, usually the map corners, that are keyed in by the user at the beginning of the digitizing session. The coordinates are recorded in a user defined coordinate system or map projection. Latitude and longitude and UTM is most often used. The ability to adjust or transform data during digitizing from one projection to another is a desirable function of the GIS software. Numerous functional techniques exist to aid the operator in the digitizing process.

Digitizing can be done in a point mode, where single points are recorded one at a time, or in a stream mode, where a point is collected on regular intervals of time or distance, measured by an X and Y movement, e.g. every 3 metres. Digitizing can also be done blindly or with a graphics terminal. Blind digitizing infers that the graphic result is not immediately viewable to the person digitizing. Most systems display the digitized linework as it is being digitized on an accompanying graphics terminal.

Most GIS's use a spaghetti mode of digitizing. This allows the user to simply digitize lines by indicating a start point and an end point. Data can be captured in point or stream mode. However, some systems do allow the user to capture the data in an arc/node topological data structure. The arc/node data structure requires that the digitizer identify nodes.

Data capture in an arc/node approach helps to build a topologic data structure immediately. This lessens the amount of post processing required to clean and build the topological definitions. However, most often digitizing with an arc/node approach does not negate the requirement for editing and cleaning of the digitized linework before a complete topological structure can be obtained. 

The building of topology is primarily a post-digitizing process that is commonly executed in batch mode after data has been cleaned. To date, only a few commercial vector GIS software offerings have successfully exhibited the capability to build topology interactively while the user digitizes.

Manual digitizing has many advantages. These include:
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	Low capital cost, e.g. digitizing tables are cheap;
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	Low cost of labour;
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	Flexibility and adaptability to different data types and sources;
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	Easily taught in a short amount of time - an easily mastered skill
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	Generally the quality of data is high;

	[image: image79.png]



	Digitizing devices are very reliable and most often offer a greater precision that the data warrants; and
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	Ability to easily register and update existing data.


For raster based GIS software data is still commonly digitized in a vector format and converted to a raster structure after the building of a clean topological structure. The procedure usually differs minimally from vector based software digitizing, other than some raster systems allow the user to define the resolution size of the grid-cell. Conversion to the raster structure may occur on-the-fly or afterwards as a separate conversion process.

4.2.2 Automatic Scanning
A variety of scanning devices exist for the automatic capture of spatial data. While several different technical approaches exist in scanning technology, all have the advantage of being able to capture spatial features from a map at a rapid rate of speed. However, as of yet, scanning has not proven to be a viable alternative for most GIS implementation. Scanners are generally expensive to acquire and operate. As well, most scanning devices have limitations with respect to the capture of selected features, e.g. text and symbol recognition. Experience has shown that most scanned data requires a substantial amount of manual editing to create a clean data layer. Given these basic constraints some other practical limitations of scanners should be identified. These include:
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	hard copy maps are often unable to be removed to where a scanning device is available, e.g. most companies or agencies cannot afford their own scanning device and therefore must send their maps to a private firm for scanning;
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	hard copy data may not be in a form that is viable for effective scanning, e.g. maps are of poor quality, or are in poor condition;
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	geographic features may be too few on a single map to make it practical, cost-justifiable, to scan;
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	often on busy maps a scanner may be unable to distinguish the features to be captured from the surrounding graphic information, e.g. dense contours with labels;
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	with raster scanning there it is difficult to read unique labels (text) for a geographic feature effectively; and
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	scanning is much more expensive than manual digitizing, considering all the cost/performance issues.

	 Consensus within the GIS community indicates that scanners work best when the information on a map is kept very clean, very simple, and uncluttered with graphic symbology. 


The sheer cost of scanning usually eliminates the possibility of using scanning methods for data capture in most GIS implementations. Large data capture shops and government agencies are those most likely to be using scanning technology.

Currently, general consensus is that the quality of data captured from scanning devices is not substantial enough to justify the cost of using scanning technology. However, major breakthroughs are being made in the field, with scanning techniques and with capabilities to automatically clean and prepare scanned data for topological encoding. These include a variety of line following and text recognition techniques. Users should be aware that this technology has great potential in the years to come, particularly for larger GIS installations.

4.2.3 Coordinate Geometry
A third technique for the input of spatial data involves the calculation and entry of coordinates using coordinate geometry (COGO) procedures. This involves entering, from survey data, the explicit measurement of features from some known monument. This input technique is obviously very costly and labour intensive. In fact, it is rarely used for natural resource applications in GIS. This method is useful for creating very precise cartographic definitions of property, and accordingly is more appropriate for land records management at the cadastral or municipal scale.

4.2.4 Conversion of Existing Digital Data
A fourth technique that is becoming increasingly popular for data input is the conversion of existing digital data. A variety of spatial data, including digital maps, are openly available from a wide range of government and private sources. The most common digital data to be used in a GIS is data from CAD systems. A number of data conversion programs exist, mostly from GIS software vendors, to transform data from CAD formats to a raster or topological GIS data format. Several ad hoc standards for data exchange have been established in the market place. These are supplemented by a number of government distribution formats that have been developed. Given the wide variety of data formats that exist, most GIS vendors have developed and provide data exchange/conversion software to go from their format to those considered common in the market place. 

Most GIS software vendors also provide an ASCII data exchange format specific to their product, and a programming subroutine library that will allow users to write their own data conversion routines to fulfill their own specific needs. As digital data becomes more readily available this capability becomes a necessity for any GIS. Data conversion from existing digital data is not a problem for most technical persons in the GIS field. However, for smaller GIS installations who have limited access to a GIS analyst this can be a major stumbling block in getting a GIS operational. Government agencies are usually a good source for technical information on data conversion requirements.

Some of the data formats common to the GIS marketplace are listed below. Please note that most formats are only utilized for graphic data. Attribute data is usually handled as ASCII text files. Vendor names are supplied where appropriate.

	4.3 IGDS - Interactive Graphics Design Software (Intergraph / Microstation) 

This binary format is a standard in the turnkey CAD market. It is a proprietary format, however most GIS software vendors provide DGN translators.

	4.3.1 DLG - Digital Line Graph (US Geological Survey) 

This ASCII format is used by the USGS as a distribution standard and consequently is well utilized in the United States. It is not used very much in Canada even though most software vendors provide two way conversion to DLG.

	4.3.2 DXF - Drawing Exchange Format (Autocad) 

This ASCII format is used primarily to convert to/from the Autocad drawing format and is a standard in the engineering discipline. Most GIS software vendors provide a DXF translator.

	4.3.3 GENERATE - ARC/INFO Graphic Exchange Format 

A generic ASCII format for spatial data used by the ARC/INFO software to accommodate generic spatial data.

	4.3.4 EXPORT - ARC/INFO Export Format 

An exchange format that includes both graphic and attribute data. This format is intended for transferring ARC/INFO data from one hardware platform, or site, to another. It is also often used for archiving ARC/INFO data. This is not a published data format, however some GIS and desktop mapping vendors provide translators. EXPORT format can come in either uncompressed, partially compressed, or fully compressed format.


A wide variety of other vendor specific data formats exist within the mapping and GIS industry. In particular, most GIS software vendors have their own proprietary formats. However, almost all provide data conversion to/from the above formats. As well, most GIS software vendors will develop data conversion programs dependant on specific requests by customers. Potential purchasers of commercial GIS packages should determine and clearly identify their data conversion needs, prior to purchase, to the software vendor.

4.4 Data Editing and Quality Assurance
Data editing and verification is in response to the errors that arise during the encoding of spatial and non-spatial data. The editing of spatial data is a time consuming, interactive process that can take as long, if not longer, than the data input process itself.

Several kinds of errors can occur during data input. They can be classified as: 

	[image: image87.png]



	Incompleteness of the spatial data: This includes missing points, line segments, and/or polygons.
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	Locational placement errors of spatial data: These types of errors usually are the result of careless digitizing or poor quality of the original data source.
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	Distortion of the spatial data: This kind of error is usually caused by base maps that are not scale-correct over the whole image, e.g. aerial photographs, or from material stretch, e.g. paper documents.
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	Incorrect linkages between spatial and attribute data: This type of error is commonly the result of incorrect unique identifiers (labels) being assigned during manual key in or digitizing. This may involve the assigning of an entirely wrong label to a feature, or more than one label being assigned to a feature.
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	Attribute data is wrong or incomplete: Often the attribute data does not match exactly with the spatial data. This is because they are frequently from independent sources and often different time periods. Missing data records or too many data records are the most common problems.


The identification of errors in spatial and attribute data is often difficult. Most spatial errors become evident during the topological building process. The use of check plots to clearly determine where spatial errors exist is a common practice. Most topological building functions in GIS software clearly identify the geographic location of the error and indicate the nature of the problem. Comprehensive GIS software allows users to graphically walk through and edit the spatial errors. Others merely identify the type and coordinates of the error. Since this is often a labour intensive and time consuming process, users should consider the error correction capabilities very important during the evaluation of GIS software offerings.

4.4.1 Spatial Data Errors
A variety of common data problems occur in converting data into a topological structure. These stem from the original quality of the source data and the characteristics of the data capture process. Usually data is input by digitizing. Digitizing allows a user to trace spatial data from a hard copy product, e.g. a map, and have it recorded by the computer software. Most GIS software has utilities to clean the data and build a topologic structure. If the data is unclean to start with, for whatever reason, the cleaning process can be very lengthy. Interactive editing of data is a distinct reality in the data input process. 

	Experience indicates that in the course of any GIS project 60 to 80 % of the time required to complete the project is involved in the input, cleaning, linking, and verification of the data.


The most common problems that occur in converting data into a topological structure include:
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	slivers and gaps in the line work;
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	dead ends, e.g. also called dangling arcs, resulting from overshoots and undershoots in the line work; and
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	bow ties or weird polygons from inappropriate closing of connecting features.


Of course, topological errors only exist with linear and areal features. They become most evident with polygonal features. Slivers are the most common problem when cleaning data. Slivers frequently occur when coincident boundaries are digitized separately, e.g. once each for adjacent forest stands, once for a lake and once for the stand boundary, or after polygon overlay. Slivers often appear when combining data from different sources, e.g. forest inventory, soils, and hydrography. It is advisable to digitize data layers with respect to an existing data layer, e.g. hydrography, rather than attempting to match data layers later. A proper plan and definition of priorities for inputting data layers will save many hours of interactive editing and cleaning.

Dead ends usually occur when data has been digitized in a spaghetti mode, or without snapping to existing nodes. Most GIS software will clean up undershoots and overshoots based on a user defined tolerance, e.g. distance. The definition of an inappropriate distance often leads to the formation of bow ties or weird polygons during topological building. Tolerances that are too large will force arcs to snap one another that should not be connected. The result is small polygons called bow ties. The definition of a proper tolerance for cleaning requires an understanding of the scale and accuracy of the data set.

The other problem that commonly occurs when building a topologic data structure is duplicate lines. These usually occur when data has been digitized or converted from a CAD system. The lack of topology in this type of drafting systems permits the inadvertent creation of elements that are exactly duplicates. However, most GIS packages afford automatic elimination of duplicate elements during the topological building process. Accordingly, it may not be a concern with vector based GIS software. Users should be aware of the duplicate element that retraces itself, e.g. a three vertice line where the first point is also the last point. Some GIS packages do not identify these feature inconsistencies and will build such a feature as a valid polygon. This is because the topological definition is mathematically correct, however it is not geographically correct. Most GIS software will provide the capability to eliminate bow ties and slivers by means of a feature elimination command based on area, e.g. polygons less than 100 square metres. The ability to define custom topological error scenarios and provide for semi-automated correction is a desirable capability for GIS software.

The adjoining figure illustrates some typical errors described above. Can you spot them? They include undershoots, overshoots, bow ties, and slivers. Most bow ties occur when inappropriate tolerances are used during the automated cleaning of data that contains many overshoots. This particular set of spatial data is a prime candidate for numerous bow tie polygons.

4.4.2 Attribute Data Errors
The identification of attribute data errors is usually not as simple as spatial errors. This is especially true if these errors are attributed to the quality or reliability of the data. Errors as such usually do not surface until later on in the GIS processing. Solutions to these type of problems are much more complex and often do not exist entirely. It is much more difficult to spot errors in attribute data when the values are syntactically good, but incorrect.

Simple errors of linkage, e.g. missing or duplicate records, become evident during the linking operation between spatial and attribute data. Again, most GIS software contains functions that check for and clearly identify problems of linkage during attempted operations. This is also an area of consideration when evaluating GIS software.

4.5 Data Verification
Six clear steps stand out in the data editing and verification process for spatial data. These are:
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	Visual review: This is usually by check plotting.
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	Cleanup of lines and junctions: This process is usually done by software first and interactive editing second.

	[image: image97.png]



	Weeding of excess coordinates: This process involves the removal of redundant vertices by the software for linear and/or polygonal features.
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	Correction for distortion and warping: Most GIS software has functions for scale correction and rubber sheeting. However, the distinct rubber sheet algorithm used will vary depending on the spatial data model, vector or raster, employed by the GIS. Some raster techniques may be more intensive than vector based algorithms.
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	Construction of polygons: Since the majority of data used in GIS is polygonal, the construction of polygon features from lines/arcs is necessary. Usually this is done in conjunction with the topological building process.
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	The addition of unique identifiers or labels: Often this process is manual. However, some systems do provide the capability to automatically build labels for a data layer.


These data verification steps occur after the data input stage and prior to or during the linkage of the spatial data to the attributes. Data verification ensures the integrity between the spatial and attribute data. Verification should include some brief querying of attributes and cross checking against known values. 
Summary 

As you consider available digital data, become a smart, well-informed shopper. It is said that an undocumented dataset is a worthless dataset. There is much truth in this assertion because, if you do not know what is in a dataset--its pedigree and quality, for example--you, the user, have to spend time checking it yourself. These days, you should expect to receive with your data some sort of "data quality report" from the vendor or provider. This report will provide a description of exactly what is in the file, how the information was compiled (and from what sources), and how the data was checked. The documentation for some products is quite extensive and much of the detailed information may be published separately.

If documentation is limited, it is important for you to consider the following questions:

· What is the age of the data?

· Where did it come from?

· In what medium was it originally produced?

· What is the areal coverage of the data?

· To what map scale was the data digitized?

· What projection, coordinate system, and datum were used in maps?

· What was the density of observations used for its compilation?

· How accurate are positional and attribute features?

· Does the data seem logical and consistent?

· Do cartographic representations look "clean?"

· Is the data relevant to the project at hand?

· In what format is the data kept?

· How was the data checked?

· Why was the data compiled?

· What is the reliability of the provider?

Learning Activities
1. Describe the main sources of spatial data.
2. Outline the main advantages of manual digitizing.
3. Examine the procedure used in data editing and verification.
4. State the common problems experienced when one converts data into topological structure.
5. Discuss the errors commonly generated during data input into a GIS.
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TOPIC FIVE
DATA ORGANIZATION AND STORAGE

Introduction 

The second necessary component for a GIS is the data storage and retrieval subsystem. This subsystem organizes the data, both spatial and attribute, in a form which permits it to be quickly retrieved for updating, querying, and analysis. Most GIS software utilizes proprietary software for their spatial editing and retrieval system, and a database management system (DBMS) for their attribute storage. Typically, an internal data model is used to store primary attribute data associated with the topological definition of the spatial data. Most often these internal database tables contain primary columns such as area, perimeter, length, and internal feature id number. Often thematic attribute data is maintained in an external DBMS that is linked to the spatial data via the internal database table.
This chapter reviews the approaches for organizing and maintaining data in a GIS. The focus is on reviewing different techniques for storing spatial data. A brief review of data querying approaches for attribute data is also provided.
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(LEARNING OUTCOMES
5.1 Introduction

The second necessary component for a GIS is the data storage and retrieval subsystem. This subsystem organizes the data, both spatial and attribute, in a form which permits it to be quickly retrieved for updating, querying, and analysis. Most GIS software utilizes proprietary software for their spatial editing and retrieval system, and a database management system (DBMS) for their attribute storage. Typically, an internal data model is used to store primary attribute data associated with the topological definition of the spatial data. Most often these internal database tables contain primary columns such as area, perimeter, length, and internal feature id number. Often thematic attribute data is maintained in an external DBMS that is linked to the spatial data via the internal database table.

5.2 Organizing Data for Analysis
Most GIS software organizes spatial data in a thematic approach that categorizes data in vertical layers. The definition of layers is fully dependent on the organization’s requirements. Typical layers used in natural resource management agencies or companies include forest cover, soil classification, elevation, road network (access), ecological areas, hydrology, etc. 

Spatial data layers are commonly input one at a time, e.g. forest cover. Accordingly, attribute data is entered one layer at a time. Depending on the attribute data model used by the data storage subsystem data must be organized in a format that will facilitate the manipulation and analysis tasks that will be required. Most often, the spatial and attribute data may be entered at different times and linked together later. However, this is fully dependent on the source of data.

	The clear identification of the requirements for any GIS project is necessary before any data input procedures, and/or layer definitions, should occur. 


It is mandatory that GIS users fully understand their needs before undertaking a GIS project. 
	Experience has shown that a less than complete understanding of the needs and processing tasks required for a specific project, greatly increases the time required to complete the project, and ultimately affects the quality and reliability of the derived GIS product(s).


5.3 Spatial Data Layers - Vertical Data Organization 

In most GIS software data is organized in themes as data layers. This approach allows data to be input as separate themes and overlaid based on analysis requirements. This can conceptualized as vertical layering the characteristics of the earth's surface. The overlay concept is so natural to cartographers and natural resource specialists that it has been built into the design of most CAD vector systems as well. The overlay/layer approach used in CAD systems is used to separate major classes of spatial features. This concept is also used to logically order data in most GIS software. The terminology may differ between GIS software, but the approach is the same. A variety of terms are used to define data layers in commercial GIS software. These include themes, coverages, layers, levels, objects, and feature classes. Data layer and theme are the most common and the least proprietary to any particular GIS software and accordingly, as used throughout the book.

In any GIS project a variety of data layers will be required. These must be identified before the project is started and a priority given to the input or digitizing of the spatial data layers. This is mandatory, as often one data layer contains features that are coincident with another, e.g. lakes can be used to define polygons within the forest inventory data layer. Data layers are commonly defined based on the needs of the user and the availability of data. They are completely user definable. 
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	The definition of data layers is fully dependent on the area of interest and the priority needs of the GIS. Layer definitions can vary greatly depending on the intended needs of the GIS.


When considering the physical requirements of the GIS software it is important to understand that two types of data are required for each layer, attribute and spatial data. Commonly, data layers are input into the GIS one layer at a time. As well, often a data layer is completely loaded, e.g. graphic conversion, editing, topological building, attribute conversion, linking, and verification, before the next data layer is started. Because there are several steps involved in completely loading a data layer it can become very confusing if many layers are loaded at once.

The proper identification of layers prior to starting data input is critical. The identification of data layers is often achieved through a user needs analysis. The user needs analysis performs several functions including:
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	identifying the users;
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	educating users with respect to GIS needs;
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	identifying information products;
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	identifying data requirements for information products;
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	priorizing data requirements and products; and 
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	determining GIS functional requirements.


Often a user needs assessment will include a review of existing operations, e.g. sometimes called a situational assessment, and a cost-benefit analysis. The cost-benefit process is well established in conventional data processing and serves as the mechanism to justify acquisition of hardware and software. It defines and compares costs against potential benefits. Most institutions will require this step before a GIS acquisition can be undertaken.

Most GIS projects integrate data layers to create derived themes or layers that represent the result of some calculation or geographic model, e.g. forest merchantability, land use suitability, etc. Derived data layers are completely dependant on the aim of the project. 

Each data layer would be input individually and topologically integrated to create combined data layers. Based on the data model, e.g. vector or raster, and the topological structure, selected data analysis functions could be undertaken. It is important to note that in vector based GIS software the topological structure defined can only be traversed by means of unique labels to every feature.

5.4 Spatial Indexing - Horizontal Data Organization
The proprietary organization of data layers in a horizontal fashion within a GIS is known as spatial indexing. Spatial indexing is the method utilized by the software to store and retrieve spatial data. A variety of different strategies exist for speeding up the spatial feature retrieval process within a GIS software product. Most involve the partitioning of the geographic area into manageable subsets or tiles. These tiles are then indexed mathematically, e.g. by quadtrees, by R (rectangle) trees, to allow for quick searching and retrieval when querying is initiated by a user. Spatial indexing is analogous to the definition of map sheets, except that specific indexing techniques are used to access data across map sheet (tile) boundaries. This is done simply to improve query performance for large data sets that span multiple map sheets, and to ensure data integrity across map sheet boundaries.

The method and process of spatial indexing is usually transparent to the user. However, it becomes very important especially when large data sets are utilized. The notion of spatial indexing has become increasingly important in the design of GIS software over the last few years, as larger scale applications have been initiated using GIS technology. Users have found that often the response time in querying very large data sets is unacceptably slow. GIS software vendors have responded by developing sophisticated algorithms to index and retrieve spatial data. It is important to note that raster systems, by the nature of their data structure, do not typically require a spatial indexing method. The raster approach imposes regular, readily addressable partitions on the data universe intrinsically with its data structure. Accordingly, spatial indexing is usually not required. However, the more sophisticated vector GIS does require a method to quickly retrieve spatial objects.

	The following diagram illustrates a typical map library that is compiled for an area of interest. The 'forest cover' layer is shown for 6 sample tiles to illustrate how data is transparently stored in a map library using a spatial index.

	



The horizontal indexing of spatial data within GIS software involves several issues. These concern the extent of the spatial indexing approach. They include:
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	the use of a librarian subsystem to organize data for users;
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	the requirement for a formal definition of layers;
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	the need for feature coding within themes or layers; and 
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	requirements to maintain data integrity through transaction control, e.g. the locking of selected spatial tiles (or features) when editing is being undertaken by a permitted user.


While all these issues need not be satisfied for spatial indexing to occur, they are important aspects users should consider when evaluating GIS software.

5.5 Editing and Updating of Data
Perhaps the primary function in the data storage and retrieval subsystem involves the editing and updating of data. Frequently, the following data editing capabilities are required:
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	interactive editing of spatial data;
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	interactive editing of attribute data;
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	the ability to add, manipulate, modify, and delete both spatial features and attributes (independently or simultaneously) ; and the
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	ability to edit selected features in a batch processing mode.


Updating involves more than the simple editing of features. Updating implies the resurvey and processing of new information. The updating function is of great importance during any GIS project. The life span of most digital data can range anywhere from 1 to 10 years. Commonly, digital data is valid for 5 to 10 years. The lengthy time span is due to the intensive task of data capture and input. However, often periodic data updates are required. These frequently involve an increased accuracy and/or detail of the data layer. Changes in classification standards and procedures may necessitate such updates. Updates to a forest cover data layer to reflect changes from a forest fire burn or a harvest cut are typical examples.

Many times data updates are required based on the results of a derived GIS product. The generation of a derived product may identify blatant errors or inappropriate classes for a particular layer. When this occurs updating of the data is required. In this situation the GIS operator usually has some previous experience or knowledge of the study area.

Commonly the data update process is a result of a physical change in the geographic landscape. Forest fires are a prime example. With this type of update new features are usually required for the data layer, e.g. burn polygons. As well, existing features are altered, e.g. forest stands that were affected. There is a strong requirement for a historical record keeping capability with this type of update process. Users should be aware of this requirement and design their database organization to accommodate such needs. Depending on the particular GIS, the update process may involve some data manipulation and analysis functions.

5.6 Data Retrieval and Querying
The ability to query and retrieve data based on some user defined criteria is a necessary feature of the data storage and retrieval subsystem. 

	Data retrieval involves the capability to easily select data for graphic or attribute editing, updating, querying, analysis and/or display. 


The ability to retrieve data is based on the unique structure of the DBMS and command interfaces are commonly provided with the software. Most GIS software also provides a programming subroutine library, or macro language, so the user can write their own specific data retrieval routines if required.

Querying is the capability to retrieve data, usually a data subset, based on some user defined formula. These data subsets are often referred to as logical views. Often the querying is closely linked to the data manipulation and analysis subsystem. Many GIS software offerings have attempted to standardize their querying capability by use of a Standard Query Language (SQL). This is especially true with systems that make use of an external relational DBMS. Through the use of SQL, GIS software can interface to a variety of different DBMS packages. This approach provides the user with the flexibility to select their own DBMS. This has direct implications if the organization has an existing DBMS that is being used for to satisfy other business requirements. Often it is desirable for the same DBMS to be utilized in the GIS applications. This notion of integrating the GIS software to utilize an existing DBMS through standards is referred to as corporate or enterprise GIS. With the migration of GIS technology from being a research tool to being a decision support tool there is a requirement for it to be totally integrated with existing corporate activities, including accounting, reporting, and business functions.

There is a definite trend in the GIS marketplace towards a generic interface with external relational DBMS's. The use of an external DBMS, linked via a SQL interface, is becoming the norm. Flexibility as such is a strong selling point for any GIS. SQL is quickly becoming a standard in the GIS software marketplace.
Summary
If a database has been designed to store information about spatial, functional, and logical relationships, the user can pose more complex questions of the data. That is, the user can program the system to consider a variety of spatial, functional, and logical conditions during query or analysis. Such efforts result in what are termed expert systems or, if carried further, artificially intelligent systems. At there simplest, expert systems allow the user to set "rules" that must be followed as data is analyzed. These rules are written to mirror the way an experienced user would compare or judge data. As more and more rules are written, the system becomes more adept or "expert" at finding solutions with less directed guidance by users. 

The point of expert systems is to build sets of rules that reflect the sorts of comparisons and judgments that experienced users would make. By programming these rules into the system, more and more of the work of decision making can be passed on to the computer system--including complex comparisons that may be difficult or time consuming for even experienced users to undertake. 

At the same time, following rules in only a step toward "intelligence." The difference between expert systems and artificial intelligence is much in debate. But to be truly "intelligent" a system must be able to "learn," "think," or "reason," perhaps really to write its own rules from experience. The definition of artificial intelligence is, in fact, still a contentious issue. So far, it has been very difficult to program computer systems to provide a semblance of human thought processes. Yet, the potential of such systems makes the effort irresistible. The idea that computer systems might one day be able to reason about real- world environmental and geographical problems and issues is a reason why GIS theorists maintain an interest in developments in the area of artificial intelligence. 

Commercial Sources 

Many software vendors earn a substantial income by repackaging and selling data in the proprietary forms used by their software products. Because the data is usually checked and corrected as it is repackaged, the use of these converted datasets can save time. The widespread expansion of this marketing and re- marketing of data has been a boon to many users who do not wish to be invest resources in building the datasets they need on a day-to-day basis--they simply buy what they need. Examples of software vendors that also sell data are: 

Environmental Systems Research Institute the makers of ArcInfo and ArcMap software at:www.esri.com. MapInfo, http://www.mapinfo.com/
Clark Labs, IDRISI Software, http://www.clarklabs.org/index.cfm
Other firms specialize in packaging and marketing datasets suited to a variety of software systems include: Equifax , Claritas, and Tele Atlas. 

These and other firms will also build datasets to a user's specifications. These are often termed "conversion" firms. They are usually contracted to build special purpose datasets for utility companies and some government agencies. These datasets are often of such special purpose they cannot be assembled from existing publicly available sources, say when an electric utility wishes to digitize its maps of its service area.  An example is Analytical Surveys , Inc. 

Finally, some commercial firms do provide a substantial amount of geospatial data free to users.  Perhaps the best example is GeoCommunity's GIS Data Depot . 

Learning Activities
1. Discuss the approaches commonly used for organizing and maintaining data in a GIS.
2. Describe the different techniques used for storing spatial data.
3. Explain the data querying approaches for attribute data commonly used in a GIS.
4. Explain why data query and retrieval data based on some user defined criteria is a necessary feature of the data storage subsystems.
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· Some sites that do GIS over the Web 

· http://www.mapquest.com 

· http://www.esri.com and try the live demos 

TOPIC SIX

DATA ANALYSIS
6.1 Introduction

The major difference between GIS software and CAD mapping software is the provision of capabilities for transforming the original spatial data in order to be able to answer particular queries. Some transformation capabilities are common to both GIS and CAD systems, however, GIS software provides a larger range of analysis capabilities that will be able to operate on the topology or spatial aspects of the geographic data, on the non-spatial attributes of these data, or on both. 

	The main criterion used to define a GIS is its capability to transform and integrate spatial data.
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6.2 Manipulation and Transformation of Spatial Data
The maintenance and transformation of spatial data concerns the ability to input, manipulate, and transform data once it has been created. While many different interpretations exist with respect to what constitutes these capabilities some specific functions can be identified. These are reviewed below.

	6.2.1 Coordinate Thinning 

Coordinate thinning involves the weeding or reduction of coordinate pairs, e.g. X and Y, from arcs. This function is often required when data has been captured with too many vertices for the linear features. This can result in redundant data and large data volumes. The weeding of coordinates is required to reduce this redundancy.

The thinning of coordinates is also required in the map generalization process of linear simplification. Linear simplification is one component of generalization that is required when data from one scale, e.g. 1:20,000, is to be used and integrated with data from another scale, e.g. 1:100,000. Coordinate thinning is often done on features such as contours, hydrography, and forest stand boundaries.


	6.2.2 Geometric Transformations 

This function is concerned with the registering of a data layer to a common coordinate scheme. This usually involves registering selected data layers to a standard data layer already registered. The term rubber sheeting is often used to describe this function. Rubber sheeting involves stretching one data layer to meet another based on predefined control points of known locations. Two other functions may be categorized under geometric transformations. These involve warping a data layer stored in one data model, either raster or vector, to another data layer stored in the opposite data model. For example, often classified satellite imagery may require warping to fit an existing forest inventory layer, or a poor quality vector layer may require warping to match a more accurate raster layer. 

	6.2.3 Map Projection Transformations 

This functionality concerns the transformation of data in geographic coordinates for an existing map projection to another map projection. Most GIS software requires that data layers must be in the same map projection for analysis. Accordingly, if data is acquired in a different projection than the other data layers it must be transformed. Typically 20 or more different map projections are supported in a GIS software offering.

	6.2.4 Conflation - Sliver Removal 

Conflation is formally defined as the procedure of reconciling the positions of corresponding features in different data layers. More commonly this is referred to as sliver removal. Often two layers that contain the same feature, e.g. soils and forest stands both with a specific lake, do not have exactly the same boundaries for that feature, e.g. the lake. This may be caused by a lack of coordination or data prioritization during digitizing or by a number of different manipulation and analysis techniques. When the two layers are combined, e.g. normally in polygon overlay, they will not match precisely and small sliver polygons will be created. Conflation is concerned with the process for removing these slivers and reconciling the common boundary.

There are several approaches for sliver removal. Perhaps the most common is allowing the user to define a priority for data layers in combination with a tolerance value. Considering the soils and forest stand example the user could define a layer that takes precedence, e.g. forest stands, and a size tolerance for slivers. After polygon overlay if a polygon is below the size tolerance it is classified a sliver. To reconcile the situation the arcs of the data layer that has higher priority will be retained and the arcs of the other data layer will be deleted. Another approach is to simply divide the sliver down the centre and collapse the arcs making up the boundary. The important point is that all GIS software must have the capability to resolve slivers. Remember that it is generally much less expensive to reconcile maps manually in the map preparation and digitizing stage than afterwards.

	6.2.5 Edge Matching 

Edge matching is simply the procedure to adjust the position of features that extend across typical map sheet boundaries. Theoretically data from adjacent map sheets should meet precisely at map edges. However, in practice this rarely occurs. Misalignment of features can be caused by several factors including digitizing error, paper shrinkage of source maps, and errors in the original mapping. Edge matching always requires some interactive editing. Accordingly, GIS software differs considerably in the degree of automation provided.

	6.2.6 Interactive Graphic Editing 

Interactive graphic editing functions involve the addition, deletion, moving, and changing of the geographic position of features. Editing should be possible at any time. Most graphic editing occurs during the data compilation phase of any project. Remember typically 60 to 70 % of the time required to complete any project involves data compilation. Accordingly, the level of sophistication and ease of use of this capability is vitally important and should be rated highly by those evaluating GIS software. Many of the editing that is undertaken involves the cleaning up of topological errors identified earlier. The capability to snap to existing elements, e.g. nodes and arcs, is critical. 

The functionality of graphic editing does not differ greatly across GIS software offerings. However, the user interface and ease of use of the editing functions usually does. Editing within a GIS software package should be as easy as using a CAD system. A cumbersome or incomplete graphic editing capability will lead to much frustration by the users of the software.


6.3 Integration and Modeling of Spatial Data
The integration of data provides the ability to ask complex spatial questions that could not be answered otherwise. Often, these are inventory or locational questions such as how much? or where?. Answers to locational and quantitative questions require the combination of several different data layers to be able to provide a more complete and realistic answer. The ability to combine and integrate data is the backbone of GIS.

Often, applications do require a more sophisticated approach to answer complex spatial queries and what if? scenarios. The technique used to solve these questions is called spatial modeling. Spatial modeling infers the use of spatial characteristics and methods in manipulating data. Methods exist to create an almost unlimited range of capabilities for data analysis by stringing together sets of basic analysis functions. While some explicit analytical models do exist, especially in natural resource applications, most modeling formulae (models) are determined based on the needs of a particular project. The capability to undertake complex modeling of spatial data, on an ad hoc basis, has helped to further the resource specialists understanding of the natural environment, and the relationship between selected characteristics of that environment.

The use of GIS spatial modeling tools in several traditional resource activities has helped to quantify processes and define models for deriving analysis products. This is particularly true in the area of resource planning and inventory compilation. Most GIS users are able to better organize their applications because of their interaction with, and use of, GIS technology. The utilization of spatial modeling techniques requires a comprehensive understanding of the data sets involved, and the analysis requirements.

	The critical function for any GIS is the integration of data.


The raster data model has become the primary spatial data source for analytical modeling with GIS. The raster data model is well suited to the quantitative analysis of numerous data layers. To facilitate these raster modeling techniques most GIS software employs a separate module specifically for cell processing. 
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	(from Berry)


	The following diagram represents a logic flowchart of a typical natural resource model using GIS raster modeling techniques. The boxes represent raster maps in the GIS, while the connection lines imply an analytical function or technique.
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6.4 Integrated Analytical Functions in a GIS
Most GIS’s provide the capability to build complex models by combining basic analytical functions. Systems vary as to the complexity provided for spatial modeling, and the specific functions that are available. However, most systems provide a standard set of basic analytical functions that are accessible to the user in some logical manner. Aronoff (1989) identifies four categories of GIS analysis functions. These are:
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	Retrieval, Reclassification, and Generalization;
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	Topological Overlay Techniques;
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	Neighbourhood Operations; and

	[image: image122.png]



	Connectivity Functions.


The range of analysis techniques in these categories is very large. Accordingly, this section of the book focuses on providing an overview of the fundamental basic functions that are most often utilized in spatial analyses.

	6.4.1 Retrieval, Reclassification and Generalization 

Perhaps the initial GIS analysis that any user undertakes is the retrieval and/or reclassification of data. Retrieval operations occur on both spatial and attribute data. Often data is selected by an attribute subset and viewed graphically. Retrieval involves the selective search, manipulation, and output of data without the requirement to modify the geographic location of the features involved.

Reclassification involves the selection and presentation of a selected layer of data based on the classes or values of a specific attribute, e.g. cover group. It involves looking at an attribute, or a series of attributes, for a single data layer and classifying the data layer based on the range of values of the attribute. Accordingly, features adjacent to one another that have a common value, e.g. cover group, but differ in other characteristics, e.g. tree height, species, will be treated and appear as one class. In raster based GIS software, numerical values are often used to indicate classes. Reclassification is an attribute generalization technique. Typically this function makes use of polygon patterning techniques such as crosshatching and/or color shading for graphic representation. 

In a vector based GIS, boundaries between polygons of common reclassed values should be dissolved to create a cleaner map of homogeneous continuity. Raster reclassification intrinsically involves boundary dissolving. The dissolving of map boundaries based on a specific attribute value often results in a new data layer being created. This is often done for visual clarity in the creation of derived maps. Almost all GIS software provides the capability to easily dissolve boundaries based on the results of a reclassification. Some systems allow the user to create a new data layer for the reclassification while others simply dissolve the boundaries during data output.

One can see how the querying capability of the DBMS is a necessity in the reclassification process. The ability and process for displaying the results of reclassification, a map or report, will vary depending on the GIS. In some systems the querying process is independent from data display functions, while in others they are integrated and querying is done in a graphics mode. The exact process for undertaking a reclassification varies greatly from GIS to GIS. Some will store results of the query in query sets independent from the DBMS, while others store the results in a newly created attribute column in the DBMS. The approach varies drastically depending on the architecture of the GIS software.

	6.4.2 Topological Overlay 

The capability to overlay multiple data layers in a vertical fashion is the most required and common technique in geographic data processing. In fact, the use of a topological data structure can be traced back to the need for overlaying vector data layers. With the advent of the concepts of mathematical topology polygon overlay has become the most popular geoprocessing tool, and the basis of any functional GIS software package.

Topological overlay is predominantly concerned with overlaying polygon data with polygon data, e.g. soils and forest cover. However, there are requirements for overlaying point, linear, and polygon data in selected combinations, e.g. point in polygon, line in polygon, and polygon on polygon are the most common. Vector and raster based software differ considerably in their approach to topological overlay. 

Raster based software is oriented towards arithmetic overlay operations, e.g. the addition, subtraction, division, multiplication of data layers. The nature of the one attribute map approach, typical of the raster data model, usually provides a more flexible and efficient overlay capability. The raster data model affords a strong numerically modeling (quantitative analysis) modeling capability. Most sophisticated spatial modeling is undertaken within the raster domain.
In vector based systems topological overlay is achieved by the creation of a new topological network from two or more existing networks. This requires the rebuilding of topological tables, e.g. arc, node, polygon, and therefore can be time consuming and CPU intensive. The result of a topological overlay in the vector domain is a new topological network that will contain attributes of the original input data layers. In this way selected queries can then be undertaken of the original layer, e.g. soils and forest cover, to determine where specific situations occur, e.g. deciduous forest cover where drainage is poor.

Most GIS software makes use of a consistent logic for the overlay of multiple data layers. The rules of Boolean logic are used to operate on the attributes and spatial properties of geographic features. Boolean algebra uses the operators AND, OR, XOR, NOT to see whether a particular condition is true or false. Boolean logic represents all possible combinations of spatial interaction between different features. The implementation of Boolean operators is often transparent to the user.

To date the primary analysis technique used in GIS applications, vector and raster, is the topological overlay of selected data layers.

Generally, GIS software implements the overlay of different vector data layers by combining the spatial and attribute data files of the layers to create a new data layer. Again, different GIS software utilize varying approaches for the display and reporting of overlay results. Some systems require that topological overlay occur on only two data layers at a time, creating a third layer. This pairwise approach requires the nesting of multiple overlays to generate a final overlay product, if more than two data layers are involved. This can result in numerous intermediate or temporary data layers. Some systems create a complete topological structure at the data verification stage, and the user merely submits a query string for the combined topological data. Other systems allow the user to overlay multiple data layers at one time. Each approach has its drawbacks depending on the application and the nature of the implementation. Determining the most appropriate method is based on the type of application, practical considerations such as data volumes and CPU power, and other considerations such personnel and time requirements. Overall, the flexibility provided to the operator and the level of performance varies widely among GIS software offerings.

The following diagram illustrates a typical overlay requirements where several different layers are spatially joined to created a new topological layer. By combining multiple layers in a topological fashion complex queries can be answered concerning attributes of any layer.
[image: image211.png]Wavelength (m) Frequency (Hz)

o oo

B ; 0% 1hwiz

o [—

B
104 =

im0 RS
Wi

o rolS g

CE

Shaiter Higher




[image: image212.png]



 



	6.4.3 Neighbourhood Operations 

Neighbourhood operations evaluate the characteristics of an area surrounding a specific location. Virtually all GIS software provides some form of neighbourhood analysis. A range of different neighbourhood functions exist. The analysis of topographic features, e.g. the relief of the landscape, is normally categorized as being a neighbourhood operation. This involves a variety of point interpolation techniques including slope and aspect calculations, contour generation, and Thiessen polygons. Interpolation is defined as the method of predicting unknown values using known values of neighbouring locations. Interpolation is utilized most often with point based elevation data.
This example illustrates a continuous surface that has been created by interpolating sample data points.
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Elevation data usually takes the form of irregular or regular spaced points. Irregularly space points are stored in a Triangular Irregular Network (TIN). A TIN is a vector topological network of triangular facets generated by joining the irregular points with straight line segments. The TIN structure is utilized when irregular data is available, predominantly in vector based systems. TIN is a vector data model for 3-D data.

An alternative in storing elevation data is the regular point Digital Elevation Model (DEM). The term DEM usually refers to a grid of regularly space elevation points. These points are usually stored with a raster data model. Most GIS software offerings provide three dimensional analysis capabilities in a separate module of the software. Again, they vary considerably with respect to their functionality and the level of integration between the 3-D module and the other more typical analysis functions.

Without doubt the most common neighbourhood function is buffering. Buffering involves the ability to create distance buffers around selected features, be it points, lines, or areas. Buffers are created as polygons because they represent an area around a feature. Buffering is also referred to as corridor or zone generation with the raster data model. Usually, the results of a buffering process are utilized in a topological overlay with another data layer. For example, to determine the volume of timber within a selected distance of a cutline, the user would first buffer the cutline data layer. They would then overlay the resultant buffer data layer, a buffer polygon, with the forest cover data layer in a clipping fashion. This would result in a new data layer that only contained the forest cover within the buffer zone. Since all attributes are maintained in the topological overlay and buffering processes, a map or report could then be generated.

Buffering is typically used with point or linear features. The generation of buffers for selected features is frequently based on a distance from that feature, or on a specific attribute of that feature. For example, some features may have a greater zone of influence due to specific characteristics, e.g. a primary highway would generally have a greater influence than a gravel road. Accordingly, different size buffers can be generated for features within a data layer based on selected attribute values or feature types.

	6.4.4 Connectivity Analysis 

The distinguishing feature of connectivity operations is that they use functions that accumulate values over an area being traversed. Most often these include the analysis of surfaces and networks. Connectivity functions include proximity analysis, network analysis, spread functions, and three dimensional surface analysis such as visibility and perspective viewing. This category of analysis techniques is the least developed in commercial GIS software. Consequently, there is often a great difference in the functionality offered between GIS software offerings. Raster based systems often provide the more sophisticated surface analysis capabilities while vector based systems tend to focus on linear network analysis capabilities. However, this appears to be changing as GIS software becomes more sophisticated, and multi-disciplinary applications require a more comprehensive and integrated functionality. Some GIS offerings provide both vector and raster analysis capabilities. Only in these systems will one fund a full range of connectivity analysis techniques.


	Proximity analysis techniques are primarily concerned with the proximity of one feature to another. Usually proximity is defined as the ability to identify any feature that is near any other feature based on location, attribute value, or a specific distance. A simple example is identifying all the forest stands that are within 100 metres of a gravel road, but not necessarily adjacent to it. It is important to note that neighbourhood buffering is often categorized as being a proximity analysis capability. Depending on the particular GIS software package, the data model employed, and the operational architecture of the software it may be difficult to distinguish proximity analysis and buffering. 
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Proximity analysis is often used in urban based applications to consider areas of influence, and ownership queries. Proximity to roads and engineering infrastructure is typically important for development planning, tax calculations, and utility billing.
The identification of adjacency is another proximity analysis function. Adjacency is defined as the ability to identify any feature having certain attributes that exhibit adjacency with other selected features having certain attributes. A typical example is the ability to identify all forest stands of a specific type, e.g. specie, adjacent to a gravel road.

	Network analysis is a widely used analysis technique. Network analysis techniques can be characterized by their use of feature networks. Feature networks are almost entirely comprised of linear features. Hydrographic hierarchies and transportation networks are prime examples. Two example network analysis techniques are the allocation of values to selected features within the network to determine capacity zones, and the determination of shortest path between connected points or nodes within the network based on attribute values. This is often referred to as route optimization. Attribute values may be as simple as minimal distance, or more complex involving a model using several attributes defining rate of flow, impedance, and cost.

	Three dimensional analysis involves a range of different capabilities. The most utilized is the generation of perspective surfaces. Perspective surfaces are usually represented by a wire frame diagram reflecting profiles of the landscape, e.g. every 100 metres. These profiles viewed together, with the removal of hidden lines, provide a three dimensional view. As previously identified, most GIS software packages offer 3-D capabilities in a separate module. Several other functions are normally available. 

These include the following functions:
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user definable vertical exaggeration, viewing azimuth, and elevation angle;
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identification of viewsheds, e.g. seen versus unseen areas;
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the draping of features, e.g. point, lines, and shaded polygons onto the perspective surface;
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generation of shaded relief models simulating illumination;
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generation of cross section profiles; 
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presentation of symbology on the 3-D surface; and
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line of sight perspective views from user defined viewpoints.




Summary 

While the basic analytical functions have been presented the reader should be aware that a wide range of more specific and detailed capabilities do exist. 
The overriding theme of all GIS software is that the analytical functions are totally integrated with the DBMS component. This integration provides the necessary foundation for all analysis techniques.
Learning Activities
1. What steps would you take to limit the introduction of errors in (a) the digitizing and (b) the scanning of spatial data?
2. Look at the computers you have near to you. What deveices and media are used for storing or backing their data? How would you improve the safety factor for this?

3. What are the most important aspects of a map for communicating information? What makes a good map? How should you choose colours and grey scales for displaying data?
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TOPIC SEVEN
GIS IMPLEMENTATION ISSUES AND REQUIREMENTS
Introduction

Because of the advantages afforded by GIS, its use is increasing rapidly. Many different types of organizations and users are interested in getting started with this new and exciting technology. Yet the developers of new GIS projects often find that selecting and implementing a GIS solution is a complex and demanding task. In all cases, new and existing GIS users are advised to engage in a strategic planning process prior to system acquisition, start-up, or the initiation of a new project on an existing system. Private consultants and vendors can assist with the planning process. It is also recommended that organizations planning to adopt GIS discuss the utility of the technology with existing GIS users who are performing similar tasks. 
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(Learning Outcomes
7.1 GIS implementation
The concept of a strategic process is diagrammed in Figure 8. This process is compatible with the data-centered approaches outlined in Components of GIS and Functions of GIS, and follows a common-sense approach to getting started. 
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Figure 8: The concept of a GIS life cycle is useful for understanding a strategic approach to getting started with GIS. Users maintain a data-centered approach while designing and implementing a GIS solution that is based on a systematic evaluation of needs as surveyed during the initial planning phase. Implementation is often incremental and follows a pilot project or prototype used to examine the feasibility of a GIS for the purpose at hand. GIS systems as well as data require ongoing commitments in order to meet the GIS design goals and to maintain data that have full utility. 
7.2 Current Options and Software Assessment
Perhaps the first question asked by anyone when discovering GIS is what are the current options available? This question is often asked as directly as what is the best GIS? Quite simply, there is no best GIS. A wide variety of GIS software offerings exist in the commercial market place. Commercial surveys often are a good starting point in the assessment of GIS software. The number of GIS software offerings is approximately 10 if one eliminates the following:
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	the university based research software, which tends to lack full integration and usually has narrow channels of functionality;
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	the CAD vendors, who like to use GIS jargon but often cannot provide full featured functionality; and
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	the consulting firms, that will provide or customize selected modules for a GIS but lack a complete product.


One of the problems in evaluating the functionality of GIS software is the bias one gets from using one system or another. Comparing similar functions between systems is often confusing. Like any software, ultimately some do particular tasks better than others, and also some lack functionality compared to others. 

	Due mostly to this diverse range of different architectures and the complex nature of spatial analysis no standard evaluation technique or method has been established to date.


Any GIS should be evaluated strictly in terms of the potential user's needs and requirements in consideration of their work procedures, production requirements, and organizational context! The experienced GIS consultant can play a large and valuable role in the assessment process.

A current accepted approach to selecting the appropriate GIS involves establishing a benchmark utilizing real data that best represents the normal workflow and processes employed in your organization. 

	The identification of potential needs and requirements is essential in developing a proper benchmark with which to evaluate GIS software packages. A formalized user need analysis is absolutely critical to the successful implementation of GIS technology.


Development of the benchmark should include a consideration of other roles within your organization that may require integration with the GIS technology. A logical and systematic approach as such is consistent with existing information systems (IS) planning methodologies and will ultimately provide a mechanism for a successful evaluation process.

7.3 Justification and Expectations
GIS is a long term investment that matures over time. The turnaround for results may be longer term than initially expected. Quite simply, GIS has a steep learning curve. The realization of positive results and benefits will be not achieved overnight.

	Both initial investment funding and continued financial support are major determinants in the success or failure of a GIS.


 

	Most often the justification and acquisition of a GIS centers on technical issues of computer hardware and software, functional requirements, and performance standards. But experience has shown that, as important as these issues may be, they are not the ones that in the end determine whether a GIS implementation will succeed or not.


Even though the proper assessment of an appropriate GIS product requires a good understanding of user's needs, most often systems are acquired based on less than complete and biased evaluations. Nonetheless, even with the GIS in hand a properly structured and systematic implementation plan is required for a successful operation. Generally, a GIS implementation plan must address the following technical, financial, and institutional considerations:
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	system acquisition tactics and costs;
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	data requirements and costs;
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	database design;
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	initial data loading requirements and costs;
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	system installation tactics, timetable, and costs;
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	system life cycle and replacement costs;
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	day-to-day operating procedures and costs;
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	staffing requirements and costs;

	[image: image143.png]



	user training and costs; and

	[image: image144.png]



	application development and costs.


Potential GIS buyers should be aware of the necessary investment required in hardware, software, training, supplies, and staffing. The cost of establishing a successful GIS operation is substantial. However, with realistic expectations and support the development of GIS within an organization that manipulates geographic data will almost certainly prove beneficial.

Certain considerations of data longevity, data capture, personnel hiring, etc. are the practical concerns of GIS implementation. The longer term implications, such as hardware/software maintenance and replacement, should also be considered. The acquisition of GIS technology should not be done without seriously considering the way in which GIS will interact with the rest of the organization. 

	It is simply not enough to purchase a computer, a plotter, a display device, and some software and to put it into a corner with some enthusiastic persons and then expect immediate returns. A serious commitment to GIS implies a major impact on the whole organization.


7.4 Implementation Issues
The mere presence of an implementation plan does not guarantee success. Most organizations do not have sufficient staff to cope with the commitment and extra work required when introducing a GIS to existing operations. GIS implementation must also consider all technology transfer processes.

7.4.1 Common Pitfalls
Several pitfalls exist that most often contribute to the failure of a GIS implementation strategy. These are identified below:

	[image: image145.png]



	Failure to identify and involve all users: Users in an operational GIS environment consist of operations, management, and policy levels of the organization. All three levels should be considered when identifying the needs of your users.
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	Failure to match GIS capability and needs: A wide spectrum of GIS hardware and software choices currently exist. The buyer is presented with a significant challenge making the right choice. Remember, the right choice will be the GIS that provides the needed performance no more, no less for the minimum investment. The success of a GIS implementation is particularly sensitive to the right hardware and software choices!

	[image: image147.png]



	Failure to identify total costs: The GIS acquisition cost is relatively easy to identify. However, it will represent a very small fraction of the total cost of implementing a GIS. Ongoing costs are substantial and include hardware and software maintenance, staffing, system administration, initial data loading, data updating, custom programming, and consulting fees.
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	Failure to conduct a pilot study: The GIS implementation plan concerns itself with the many technical and administrative issues and their related cost impacts. Three of the most crucial issues, are database design, data loading and maintenance, and day-to-day operations. The pilot study will allow you to gather detailed observations, provided it is properly designed, to allow you to effectively estimate the operational requirements.
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	Giving the GIS implementation responsibility to the EDP Department: Because of the distinct differences of the GIS from conventional EDP systems, the GIS implementation team is best staffed by non-data processing types. The specialized skills of the 'GIS analyst' are required at this stage. Reliance on conventional EDP personnel who lack these skills will ensure failure.
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	Failure to consider technology transfer: Training and support for on-going learning, for in-house staff as well as new personnel, is essential for a successful implementation. Staff at the three levels should be educated with respect to the role of the GIS in the organization. Education and knowledge of the GIS can only be obtained through on-going learning exercises. Nothing can replace the investment of hands on time with a GIS!


7.5 The Learning Curve
Contrary to information provided by commercial vendors of GIS software, there is a substantial learning curve associated with GIS. It is normally not a technology that one becomes proficient in overnight. It requires an understanding of geographical relationships accompanied by committed hands-on time to fully apply the technology in a responsible and cost effective manner. Proficiency and productivity are only obtained through applied hands on with the system! GIS is an applied science. Nothing can replace the investment of hands-on with GIS. The following figure presents the typical learning curve for GIS installations. 
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The learning curve is dependent on a variety of factors including:
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	the amount of time spent by the individual with hands-on access;
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	the skills, aptitude and motivation of the individual;
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	the commitment and priority attached to GIS technology dictated by the organization and management; 
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	the availability of data; and
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	the choice of software and hardware platforms.


A critical requirement for all GIS implementations is that adequate education and training is provided for operational staff, as well as realistic priorities are defined with which to learn and apply the technology. This is where a formal training curriculum is required to ensure that time is dedicated to learning the technology properly. Adding GIS activities to a staff member's responsibilities without establishing well defined milestones and providing adequate time and training mechanisms is prone to failure. A focused and properly trained operations staff that has consistent training will result in greatly reduced turnaround times for operations, and ensure consistency in quality of product.

The threshold point of the learning curve is typically around the two year time frame. However, this is dependent on the ability of the organization to establish a well defined and structured implementation plan that affords appropriate training and resources for technical staff. The flat part of the learning curve can be shortened if proper training is provided, data is available for use, the right software and hardware is acquired. 

The typical learning curve reflects a long initial period for understanding spatial data compilation requirements and database architecture. However, after data models are well understood and sufficient data compilation has been completed the learning curve accelerates. Once a formal application development environment is established and user needs are well defined an infrastructure exists for effective application of the technology. Building operational applications based on formal functional specifications will result in continued accelerated learning. The data hurdle is often a stumbling block for many GIS users.

7.6 The Productivity Curve
GIS is a long term investment that matures over time. The turnaround for results may be longer than initially expected. The establishment of a formal implementation strategy will help to ensure that realistic expectations are met. Data is the framework for successful application of GIS technology. In this respect, the investment in establishing a solid data platform will reap rewards in a short term timeframe for establishing a cost-effective and productive GIS operation. The availability of quality data supplemented by a planned implementation strategy are the cornerstones of achieving a productive and successful GIS operation. A robust database should be considered an asset!

However, even with a well defined and systematic implementation strategy GIS technology will not provide immediate benefits. Benefits and increased productivity are not achieved overnight. GIS technology is complex in nature, has a generally steep learning curve, and requires a complement of skills for it to be applied successfully. In fact, most organizations realize a loss in overall operational productivity over the short term while the GIS platforms are being installed, staff is trained, the learning curve is initiated, and data is being captured. This is common of all office automation activities. The following figure presents the typical situation that occurs with respect to comparing long term productivity with, and without, GIS technology.
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Depending on the unique circumstances of the implementation process, the status of data compilation, and the organizational climate, increased productivity is normally reached between the second and fifth year of implementation. This is identified by the threshold point. Again, this is dependent on a variety of factors including:
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	the skills and experience of the staff involved;
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	the priority and commitment by the organization;
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	the implementation strategy; and
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	the status of data compilation.


The primary issue with implementing GIS is to achieve the threshold point of increased productivity in the shortest possible time frame. In other words, minimize the time in which a decrease in productivity occurs. Of course, the issue of productivity is typically of greatest concern with private industry, e.g. forestry companies. Nonetheless, the significant investment in hardware/software, data, and training necessitates that a structured approach be utilized to achieve the threshold point in the shortest possible time frame.

A GIS acquisition based on well defined user needs and priorities is more likely to succeed than without. A major pitfall of most installations with GIS technology, e.g. particularly forestry companies and government agencies, is the lack of well defined user needs on which to base the GIS acquisition and implementation.

7.7 The Implementation Plan
Implementation can be seen as a six phase process. They are:
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	Creating an awareness 

GIS needs to be sold within an organization. The education of staff is very important. Depending on the way in which GIS technology is being introduced to the organization the process for creating awareness may differ. Technical workshops are often appropriate when a top-down approach exists, while management workshops are often more relevant when a bottoms-up approach exists. Education of the new technology should focus on identifying existing problems within an organization. These often help justify a GIS acquisition. 

They include :
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spatial information is poorly maintained or out of date;
[image: image164.png]



spatial data is not recorded or stored in a standard way;
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spatial data may not be defined in a consistent manner, e.g. different classifications for timber information;
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data is not shared between departments within an organization;
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data retrieval and manipulation capabilities are inadequate to meet existing needs; and
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new demands are made on the organization that cannot be met with existing information systems.
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	Identifying System Requirements 

The definition of system requirements is usually done in a user needs analysis. A user needs analysis identifies users of a system and all information products required by those users. Often a prioritization of the information products and the data requirements of those products is also undertaken. A proper user needs analysis is crucial to the successful evaluation of GIS software alternatives.

After user needs have been identified and prioritized they must be translated into functional requirements. Ideally, the functional requirements definition will result in a set of processing functions, system capabilities, and hardware requirements, e.g. data storage, performance. Experienced GIS consultants often play a major role in this phase.
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	System Evaluations 

Evaluating alternative hardware and software solutions is normally conducted in several stages. Initially a number of candidate systems are identified. Information to support this process is acquired through demonstrations, vendor literature, etc. A short listing of candidates normally occurs based on a low level assessment. This followed by a high level assessment based on the functional requirements identified in the previous phase. This often results in a rating matrix or template. The assessment should take into account production priorities and their appropriate functional translation. After systems have been evaluated based on functional requirements a short list is prepared for those vendors deemed suitable. A standard benchmark, as discussed earlier, is then used to determine the system of choice.
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	Justifying the System Acquisition 

The proper justification of the chosen system requires consideration of several factors. Typically a cost-benefit analysis is undertaken to analyze the expected costs and benefits of acquiring a system. To proceed further with acquisition the GIS should provide considerable benefits over expected costs. It is important that the identification of intangible benefits also be considered.

The justification process should also include an evaluation of other requirements. These include data base development requirements, e.g. existing data versus new data needs and associated costs; technological needs, e.g. maintenance, training, and organizational requirements, e.g. new staff, reclassification of existing job descriptions for those staff who will use the GIS.
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	System Acquisition and Start Up 

After the system, e.g. hardware, software, and data, is acquired the start up phase begins. This phase should include pilot projects. Pilot projects are a valuable means of assessing progress and identifying problems early, before significant resources have been wasted. Also, because of the costs associated with implementing a GIS it is often appropriate to generate some results quickly to appease management. First impressions are often long remembered.


	Topic Nine
 Understanding Satellite Characteristics-Orbits and Swaths

9.0 Introduction

We learned in the previous section that remote sensing instruments can be placed on a variety of platforms to view and image targets. Although ground-based and aircraft platforms may be used, satellites provide a great deal of the remote sensing imagery commonly used today. Satellites have several unique characteristics, which make them particularly useful for remote sensing of the Earth's surface. 

(LEARNING OUTCOMES
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By the end of this topic, you should be able to:

1. Define the terms geostationary orbits, sensor, swath and IFOV.
2. Discuss the significance of spectral resolution, pixel and scale in  Remote Sensing process; and

3. Describe different types of aerial photographs.

Key terms: orbit, sensor, platform, aerial photographs
9.1 Geostationary Orbits

The path followed by a satellite is referred to as its orbit. Satellite orbits are matched to the capability and objective of the sensor(s) they carry. Orbit selection can vary in terms of altitude (their height above the Earth's surface) and their orientation and rotation relative to the Earth. Satellites at very high altitudes, which view the same portion of the Earth's surface at all times have geostationary orbits. 

These geostationary satellites, at altitudes of approximately 36,000 kilometers, revolve at speeds, which match the rotation of the Earth so they seem stationary, relative to the Earth's surface. This allows the satellites to observe and collect information continuously over specific areas. Weather and communications satellites commonly have these types of orbits. Due to their high altitude, some geostationary weather satellites can monitor weather and cloud patterns covering an entire hemisphere of the Earth.

Many remote sensing platforms are designed to follow an orbit (basically north-south) which, in conjunction with the Earth's rotation (west-east), allows them to cover most of the Earth's surface over a certain period of time. These are near-polar orbits, so named for the inclination of the orbit relative to a line running between the North and South poles. Many of these satellite orbits are also sun-synchronous such that they cover each area of the world at a constant local time of day called local sun time. At any given latitude, the position of the sun in the sky as the satellite passes overhead will be the same within the same season. This ensures consistent illumination conditions when acquiring images in a specific season over successive years, or over a particular area over a series of days. This is an important factor for monitoring changes between images or for mosaicking adjacent images together, as they do not have to be corrected for different illumination conditions.

Most of the remote sensing satellite platforms today are in near polar, an orbit, which means that the satellite travels northwards on one side of the Earth and then toward the southern pole on the second half of its orbit. These are called ascending and descending passes, respectively. If the orbit is also sun-synchronous, the ascending pass is most likely on the shadowed side of the Earth while the descending pass is on the sunlit side. Sensors recording reflected solar energy only image the surface on a descending pass, when solar illumination is available. Active sensors, which provide their own illumination, or passive sensors that record emitted (e.g. thermal) radiation can also image the surface on ascending passes.

As a satellite revolves around the Earth, the sensor "sees" a certain portion of the Earth's surface. The area imaged on the surface, is referred to as the swath. Imaging swaths for space borne sensors generally vary between tens and hundreds of kilometers wide. As the satellite orbits the Earth from pole to pole, its east-west position wouldn't change if the Earth didn't rotate. However, as seen from the Earth, it seems that the satellite is shifting westward because the Earth is rotating (from west to east) beneath it. This apparent movement allows the satellite swath to cover a new area with each consecutive pass. The satellite's orbit and the rotation of the Earth work together to allow complete coverage of the Earth's surface, after it has completed one complete cycle of orbits.

If we start with any randomly selected pass in a satellite's orbit, an orbit cycle will be completed when the satellite retraces its path, passing over the same point on the Earth's surface directly below the satellite (called the nadir point) for a second time. The exact length of time of the orbital cycle will vary with each satellite. The interval of time required for the satellite to complete its orbit cycle is not the same as the "revisit period". Using steerable sensors, a satellite-borne instrument can view an area (off-nadir) before and after the orbit passes over a target, thus making the 'revisit' time less than the orbit cycle time. The revisit period is an important consideration for a number of monitoring applications, especially when frequent imaging is required (for example, to monitor the spread of an oil spill, or the extent of flooding). In near-polar orbits, areas at high latitudes will be imaged more frequently than the equatorial zone due to the increasing overlap in adjacent swaths as the orbit paths come closer together near the poles.

9.2 Spatial Resolution, Pixel Size and Scale

For some remote sensing instruments, the distance between the target being imaged and the platform, plays a large role in determining the detail of information obtained and the total area imaged by the sensor. Sensors onboard platforms far away from their targets, typically view a larger area, but cannot provide great detail. Compare what an astronaut onboard the space shuttle sees of the Earth to what you can see from an airplane. The astronaut might see your whole province or country in one glance, but couldn't distinguish individual houses. Flying over a city or town, you would be able to see individual buildings and cars, but you would be viewing a much smaller area than the astronaut would. There is a similar difference between satellite images and air photos.

The detail discernible in an image is dependent on the spatial resolution of the sensor and refers to the size of the smallest possible feature that can be detected. Spatial resolution of passive sensors (we will look at the special case of active microwave sensors later) depends primarily on their Instantaneous Field of View (IFOV). The IFOV is the angular cone of visibility of the sensor (A) and determines the area on the Earth's surface, which is "seen" from a given altitude at one particular moment in time (B). The size of the area viewed is determined by multiplying the IFOV by the distance from the ground to the sensor (C). This area on the ground is called the resolution cell and determines a sensor's maximum spatial resolution. For a homogeneous feature to be detected, its size generally has to be equal to or larger than the resolution cell. If the feature is smaller than this, it may not be detectable, as the average brightness of all features in that resolution cell will be recorded. However, smaller features may sometimes be detectable if their reflectance dominates within a particular resolution cell allowing sub-pixel or resolution cell detection.

As we mentioned in the previous sections, most remote sensing images are composed of a matrix of picture elements, or pixels, which are the smallest units of an image. Image pixels are normally square and represent a certain area on an image. It is important to distinguish between pixel size and spatial resolution - they are not interchangeable. If a sensor has a spatial resolution of 20 metres and an image from that sensor is displayed at full resolution, each pixel represents an area of 20m x 20m on the ground. In this case, the pixel size and resolution are the same. However, it is possible to display an image with a pixel size different from the resolution. Many posters of satellite images of the Earth have their pixels averaged to represent larger areas, although the original spatial resolution of the sensor that collected the imagery remains the same.

Images where only large features are visible are said to have coarse or low resolution. In fine or high-resolution images, small objects can be detected. Military sensors for example, are designed to view as much detail as possible, and therefore have very fine resolution. Commercial satellites provide imagery with resolutions varying from a few metres to several kilometers. Generally speaking, the finer the resolution, the less total ground area can be seen.  The ratio of distance on an image or map, to actual ground distance is referred to as scale. If you had a map with a scale of 1:100,000, an object of 1cm length on the map would actually be an object 100,000cm (1km) long on the ground. Maps or images with small "map-to-ground ratios" are referred to as small scale (e.g. 1:100,000), and those with larger ratios (e.g. 1:5,000) are called large scale.
9.3 Spectral Resolution
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Figure 9.3: Spectral Resolution (CCRS/CRT, 2007)

Spectral response and spectral emissivity curves characterize the reflectance and/or remittance of a feature or target over a variety of wavelengths. Different classes of features and details in an image can often be distinguished by comparing their responses over distinct wavelength ranges. Broad classes, such as water and vegetation, can usually be separated using very broad wavelength ranges - the visible and near infrared. Other more specific classes, such as different rock types, may not be easily distinguishable using either of these broad wavelength ranges and would require comparison at much finer wavelength ranges to separate them. Thus, we would require a sensor with higher spectral resolution. Spectral resolution describes the ability of a sensor to define fine wavelength intervals. The finer the spectral resolution, the narrower the wavelength ranges for a particular channel or band.

Black and white film records wavelengths extending over much, or the entire visible portion of the electromagnetic spectrum. Its spectral resolution is fairly coarse, as the various wavelengths of the visible spectrum are not individually distinguished and the overall reflectance in the entire visible portion is recorded. Colour film is also sensitive to the reflected energy over the visible portion of the spectrum, but has higher spectral resolution, as it is individually sensitive to the reflected energy at the blue, green, and red wavelengths of the spectrum. Thus, it can represent features of various colours based on their reflectance in each of these distinct wavelength ranges. Many remote sensing systems record energy over several separate wavelength ranges at various spectral resolutions. These are referred to as multi-spectral sensors and will be described in some detail in following sections. Advanced multi-spectral sensors called hyperspectral sensors, detect hundreds of very narrow spectral bands throughout the visible, near infrared, and mid-infrared portions of the electromagnetic spectrum. Their very high spectral resolution facilitates fine discrimination between different targets based on their spectral response in each of the narrow bands.

9.4 Radiometric Resolution
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While the arrangement of pixels describes the spatial structure of an image, the radiometric characteristics describe the actual information content in an image. Every time an image is acquired on film or by a sensor, its sensitivity to the magnitude of the electromagnetic energy determines the radiometric resolution. 

Figure 9.4: Radiometric Resolution (CCRS/CRT, 2007)

The radiometric resolution of an imaging system describes its ability to discriminate very slight differences in energy. The finer the radiometric resolution of a sensor the more sensitive it is to detecting small differences in reflected or emitted energy.

Imagery data are represented by positive digital numbers which vary from 0 to (one less than) a selected power of 2. This range corresponds to the number of bits used for coding numbers in binary format. Each bit records an exponent of power 2 (e.g. 1 bit=2 1=2). The maximum number of brightness levels available depends on the number of bits used in representing the energy recorded. Thus, if a sensor used 8 bits to record the data, there would be 28=256 digital values available, ranging from 0 to 255. However, if only 4 bits were used, then only 24=16 values ranging from 0 to 15 would be available. Thus, the radiometric resolution would be much less. Image data are generally displayed in a range of grey tones, with black representing a digital number of 0 and white representing the maximum value (for example, 255 in 8-bit data). By comparing a 2-bit image with an 8-bit image, we can see that there is a large difference in the level of detail discernible depending on their radiometric resolutions.

9.5 Temporal Resolution

In addition to spatial, spectral, and radiometric resolution, the concept of temporal resolution is also important to consider in a remote sensing system. We alluded to the concept of revisit period, which refers to the length of time it takes for a satellite to complete one entire orbit cycle. The revisit period of a satellite sensor is usually several days. Therefore, the absolute temporal resolution of a remote sensing system to image the exact same area at the same viewing angle a second time is equal to this period. However, because of some degree of overlap in the imaging swaths of adjacent orbits for most satellites and the increase in this overlap with increasing latitude, some areas of the Earth tend to be re-imaged more frequently. In addition, some satellite systems are able to point their sensors to image the same area between different satellite passes separated by periods from one to five days. Thus, the actual temporal resolution of a sensor depends on a variety of factors, including the satellite/sensor capabilities, the swath overlap, and latitude. 

The ability to collect imagery of the same area of the Earth's surface at different periods of time is one of the most important elements for applying remote sensing data. Spectral characteristics of features may change over time and these changes can be detected by collecting and comparing multi-temporal imagery. For example, during the growing season, most species of vegetation are in a continual state of change and our ability to monitor those subtle changes using remote sensing is dependent on when and how frequently we collect imagery. By imaging on a continuing basis at different times we are able to monitor the changes that take place on the Earth's surface, whether they are naturally occurring (such as changes in natural vegetation cover or flooding) or induced by humans (such as urban development or deforestation). The time factor in imaging is important when:

· persistent clouds offer limited clear views of the Earth's surface (often in the tropics) 

· short-lived phenomena (floods, oil slicks, etc.) need to be imaged 

· multi-temporal comparisons are required (e.g. the spread of a crop disease from one year to the next) 

· the changing appearance of a feature over time can be used to distinguish it from near-similar features (wheat / maize) 

9.6 Cameras and Aerial Photography 

Cameras and their use for aerial photography are the simplest and oldest of sensors used for remote sensing of the Earth's surface. Cameras are framing systems, which acquire a near-instantaneous "snapshot" of an area (A), of the surface. Camera systems are passive optical sensors that use a lens (B) (or system of lenses collectively referred to as the optics) to form an image at the focal plane (C), the plane at which an image is sharply defined. 

Photographic films are sensitive to light from 0.3 mm to 0.9 mm in wavelength covering the ultraviolet (UV), visible, and near-infrared (NIR). Panchromatic films are sensitive to the UV and the visible portions of the spectrum. Panchromatic film produces black and white images and is the most common type of film used for aerial photography. UV photography also uses panchromatic film, but a filter is used with the camera to absorb and block the visible energy from reaching the film. As a result, only the UV reflectance from targets is recorded. UV photography is not widely used, because of the atmospheric scattering and absorption that occurs in this region of the spectrum. Black and white infrared photography uses film sensitive to the entire 0.3 to 0.9 mm wavelength range and is useful for detecting differences in vegetation cover, due to its sensitivity to IR reflectance.

Colour and false colour (or colour infrared, CIR) photography involves the use of a three layer film with each layer sensitive to different ranges of light. For a normal colour photograph, the layers are sensitive to blue, green, and red light - the same as our eyes. These photos appear to us the same way that our eyes see the environment, as the colours resemble those which would appear to us as "normal" (i.e. trees appear green, etc.). In colour infrared (CIR) photography, the three emulsion layers are sensitive to green, red, and the photographic portion of near-infrared radiation, which are processed to appear as blue, green, and red, respectively. In a false colour photograph, targets with high near-infrared reflectance appear red, those with a high red reflectance appear green, and those with a high green reflectance appear blue, thus giving us a "false" presentation of the targets relative to the colour we normally perceive them to be.

Cameras can be used on a variety of platforms including ground-based stages, helicopters, aircraft, and spacecraft. Very detailed photographs taken from aircraft are useful for many applications where identification of detail or small targets is required. The ground coverage of a photo depends on several factors, including the focal length of the lens, the platform altitude, and the format and size of the film. The focal length effectively controls the angular field of view of the lens (similar to the concept of instantaneous field of view discussed in section 2.3) and determines the area "seen" by the camera. Typical focal lengths used are 90mm, 210mm, and most commonly, 152mm. The longer the focal length, the smaller the area covered on the ground, but with greater detail (i.e. larger scale). The area covered also depends on the altitude of the platform. At high altitudes, a camera will "see" a larger area on the ground than at lower altitudes, but with reduced detail (i.e. smaller scale). Aerial photos can provide fine detail down to spatial resolutions of less than 50 cm. A photo's exact spatial resolution varies as a complex function of many factors, which vary with each acquisition of data.

Most aerial photographs are classified as either oblique or vertical, depending on the orientation of the camera relative to the ground during acquisition. Oblique aerial photographs are taken with the camera pointed to the side of the aircraft. High oblique photographs usually include the horizon while low oblique photographs do not. Oblique photographs can be useful for covering very large areas in a single image and for depicting terrain relief and scale. However, they are not widely used for mapping as distortions in scale from the foreground to the background preclude easy measurements of distance, area, and elevation.

Vertical photographs taken with a single-lens frame camera is the most common use of aerial photography for remote sensing and mapping purposes. These cameras are specifically built for capturing a rapid sequence of photographs while limiting geometric distortion. They are often linked with navigation systems onboard the aircraft platform, to allow for accurate geographic coordinates to be instantly assigned to each photograph. Most camera systems also include mechanisms, which compensate for the effect of the aircraft motion relative to the ground, in order to limit distortion as much as possible.

When obtaining vertical aerial photographs, the aircraft normally flies in a series of lines, each called a flight line. Photos are taken in rapid succession looking straight down at the ground, often with a 50-60 percent overlap (A) between successive photos. The overlap ensures total coverage along a flight line and also facilitates stereoscopic viewing. Successive photo pairs display the overlap region from different perspectives and can be viewed through a device called a stereoscope to see a three-dimensional view of the area, called a stereo model. Many applications of aerial photography use stereoscopic coverage and stereo viewing.

Aerial photographs are most useful when fine spatial detail is more critical than spectral information, as their spectral resolution is generally coarse when compared to data captured with electronic sensing devices. The geometry of vertical photographs is well understood and it is possible to make very accurate measurements from them, for a variety of different applications (geology, forestry, mapping, etc.). The science of making measurements from photographs is called photogrammetry and has been performed extensively since the very beginnings of aerial photography. A human analyst (often viewed stereoscopically) most often interprets photos manually. They can also be scanned to create a digital image and then analyzed in a digital computer environment. In this section, we will discuss in greater detail, various methods (manually and by computer) for interpreting different types of remote sensing images.

Multiband photography uses multi-lens systems with different film-filter combinations to acquire photos simultaneously in a number of different spectral ranges. The advantage of these types of cameras is their ability to record reflected energy separately in discrete wavelength ranges, thus providing potentially better separation and identification of various features. However, simultaneous analysis of these multiple photographs can be problematic. Digital cameras, which record electromagnetic radiation electronically, differ significantly from their counterparts, which use film. Instead of using film, digital cameras use a gridded array of silicon coated CCDs (charge-coupled devices) that individually respond to electromagnetic radiation. Energy reaching the surface of the CCDs causes the generation of an electronic charge, which is proportional in magnitude to the "brightness" of the ground area. A digital number for each spectral band is assigned to each pixel based on the magnitude of the electronic charge. The digital format of the output image is amenable to digital analysis and archiving in a computer environment, as well as output as a hardcopy product similar to regular photos. Digital cameras also provide quicker turn-around for acquisition and retrieval of data and allow greater control of the spectral resolution. Although parameters vary, digital imaging systems are capable of collecting data with a spatial resolution of 0.3m, and with a spectral resolution of 0.012 mm to 0.3 mm. The size of the pixel arrays varies between systems, but typically ranges between 512 x 512 to 2048 x 2048. 

10.7
Multispectral Scanning
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Figure 9.6: Across-track scanning, (CCRS/CRT, 2007)

Many electronic (as opposed to photographic) remote sensors acquire data using scanning systems, which employ a sensor with a narrow field of view (IFOV) that sweeps over the terrain to build up and produce a two-dimensional image of the surface. Scanning systems can be used on both aircraft and satellite platforms and have essentially the same operating principles. A scanning system used to collect data over a variety of different wavelength ranges is called a multispectral scanner (MSS), and is the most commonly used scanning system. There are two main modes or methods of scanning employed to acquire multispectral image data - across-track scanning, and along-track scanning.

Across-track scanners scan the Earth in a series of lines. The lines are oriented perpendicular to the direction of motion of the sensor platform (i.e. across the swath). Each line is scanned from one side of the sensor to the other, using a rotating mirror (A). As the platform moves forward over the Earth, successive scans build up a two-dimensional image of the Earth’s surface. The incoming reflected or emitted radiation is separated into several spectral components that are detected independently. The UV, visible, near infrared and thermal radiation are dispersed into their constituent wavelengths. A bank of internal detectors (B), each sensitive to a specific range of wavelengths, detects and measures the energy for each spectral band and then, as an electrical signal, they are converted to digital data and recorded for subsequent computer processing.

The IFOV (C) of the sensor and the altitude of the platform determine the ground resolution cell viewed (D), and thus the spatial resolution. The angular field of view (E) is the sweep of the mirror, measured in degrees, used to record a scan line, and determines the width of the imaged swath (F). Airborne scanners typically sweep large angles (between 90º and 120º), while satellites, because of their higher altitude need only to sweep fairly small angles (10-20º) to cover a broad region. Because the distance from the sensor to the target increases towards the edges of the swath, the ground resolution cells also become larger and introduce geometric distortions to the images. In addition, the length of time the IFOV "sees" a ground resolution cell as the rotating mirror scans (called the dwell time), is generally quite short and influences the design of the spatial, spectral, and radiometric resolution of the sensor.
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Figure 9.7: Along-track scanners (CCRS/CRT, 2007)

Along-track scanners also use the forward motion of the platform to record successive scan lines and build up a two-dimensional image, perpendicular to the flight direction. However, instead of a scanning mirror, they use a linear array of detectors (A) located at the focal plane of the image (B) formed by lens systems (C), which are "pushed" along in the flight track direction (i.e. along track). These systems are also referred to as push broom scanners, as the motion of the detector array is analogous to the bristles of a broom being pushed along a floor. Each individual detector measures the energy for a single ground resolution cell (D) and thus the size and IFOV of the detectors determines the spatial resolution of the system. A separate linear array is required to measure each spectral band or channel. For each scan line, the energy detected by each detector of each linear array is sampled electronically and digitally recorded.

Along-track scanners with linear arrays have several advantages over across-track mirror scanners. The array of detectors combined with the push broom motion allows each detector to "see" and measure the energy from each ground resolution cell for a longer period of time (dwell time). This allows more energy to be detected and improves the radiometric resolution. The increased dwell time also facilitates smaller IFOVs and narrower bandwidths for each detector. Thus, finer spatial and spectral resolution can be achieved without impacting radiometric resolution. Because detectors are usually solid-state microelectronic devices, they are generally smaller, lighter, require less power, and are more reliable and last longer because they have no moving parts. On the other hand, cross-calibrating thousands of detectors to achieve uniform sensitivity across the array is necessary and complicated.

9.8
Geometric Distortion in Imagery

Any remote sensing image, regardless of whether it is acquired by a multispectral scanner on board a satellite, a photographic system in an aircraft, or any other platform/sensor combination, will have various geometric distortions. This problem is inherent in remote sensing, as we attempt to accurately represent the three-dimensional surface of the Earth as a two-dimensional image. All remote sensing images are subject to some form of geometric distortions, depending on the manner in which the data are acquired. These errors may be due to a variety of factors, including one or more of the following, to name only a few: 

· the perspective of the sensor optics, 

· the motion of the scanning system, 

· the motion and (in)stability of the platform, 

· the platform altitude, attitude, and velocity, 

· the terrain relief, and 

· The curvature and rotation of the Earth. 
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Figure 9.8: Geometric distortion (CCRS/CRT, 2007)

Framing systems, such as cameras used for aerial photography, provide an instantaneous "snapshot" view of the Earth from directly overhead. The primary geometric distortion in vertical aerial photographs is due to relief displacement. Objects directly below the center of the camera lens (i.e. at the nadir) will have only their tops visible, while all other objects will appear to lean away from the center of the photo such that their tops and sides are visible. If the objects are tall or are far away from the center of the photo, the distortion and positional error will be larger.

The geometry of along-track scanner imagery is similar to that of an aerial photograph for each scan line as each detector essentially takes a "snapshot" of each ground resolution cell. Geometric variations between lines are caused by random variations in platform altitude and attitude along the direction of flight. Images from across-track scanning systems exhibit two main types of geometric distortion. They too exhibit relief displacement (A), similar to aerial photographs, but in only one direction parallel to the direction of scan. There is no displacement directly below the sensor, at nadir. As the sensor scans across the swath, the top and side of objects are imaged and appear to lean away from the nadir point in each scan line. Again, the displacement increases, moving towards the edges of the swath. Another distortion (B) occurs due to the rotation of the scanning optics. As the sensor scans across each line, the distance from the sensor to the ground increases further away from the center of the swath. Although the scanning mirror rotates at a constant speed, the IFOV of the sensor moves faster (relative to the ground) and scans a larger area as it moves closer to the edges. This effect results in the compression of image features at points away from the nadir and is called tangential scale distortion. 

All images are susceptible to geometric distortions caused by variations in platform stability including changes in their speed, altitude, and attitude (angular orientation with respect to the ground) during data acquisition. These effects are most pronounced when using aircraft platforms and are alleviated to a large degree with the use of satellite platforms, as their orbits are relatively stable, particularly in relation to their distance from the Earth. However, the eastward rotation of the Earth, during a satellite orbit causes the sweep of scanning systems to cover an area slightly to the west of each previous scan. The resultant imagery is thus skewed across the image. This is known as skew distortion and is common in imagery obtained from satellite multispectral scanners.

The sources of geometric distortion and positional error vary with each specific situation, but are inherent in remote sensing imagery. In most instances, we may be able to remove, or at least reduce these errors but they must be taken into account in each instance before attempting to make measurements or extract further information.
Summary 
The vehicles or carriers for remote sensors are called the platforms. Typical platforms are satellites and aircraft, but they can also include radio-controlled aeroplanes, balloons kits for low altitude remote sensing, as well as ladder trucks or 'cherry pickers' for ground investigations. The key factor for the selection of a platform is the altitude that determines the ground resolution and which is also dependent on the instantaneous field of view (IFOV) of the sensor on board the platform. 
Salient feature of some important satellite platforms. 
Features
Landsat1,2,3
Landsat 4,5
SPOT
IRS-IA
IRS-IC
Natre

Sun Sys

Sun Sys

Sun Sys

Sun Sys

Sun Sys

Altitude (km)

919

705

832

904

817

Orbital period (minutes)

103.3

99

101

103.2

101.35

inclination (degrees

99

98.2

98.7

99

98.69

Temporal resolution (days)

18

16

26

22

24

Revolutions

251

233

369

307

341

Equatorial crossing (AM)

09.30

09.30

10.30

10.00

10.30

Sensors

RBV,MSS

MSS,TM

HRV

LISS-I,LISS-II

LISS-III,PAN,WIFS



SENSORS 
ACTIVE SENSORS 
(Detect the reflected or emitted electromagnetic radiation from natural sources.)

PASSIVE SENSORS 
(Detect reflected responses from objects that are irradiated from artificially-generated energy sources such as radar.)

Passive

Non-Scanning

· Non-Imaging. (They are a type of profile recorder, ex. Microwave Radiometer. Magnetic sensor.Gravimeter.Fourier Spectrometer.

· Imaging. (Example of this are the cameras which can be: Monochrome, Natural Colour, Infrared etc.)

Scanning

· Imaging. Image Plane scanning.Ex. TV CameraSolid scanner.

Object Plane scanning.Ex. Optical Mechanical ScannerMicrowave radiometer.

Active

Non-Scanning

· Non-Imaging. (They are a type of profile recorder, ex. Microwave Radiometer.Microwave Altimeter.Laser Water Depth Meter.Laser Distance Meter. Scanning

· Imaging. (It is a radar ex. Object Plane scanning:

· Real Aperture Radar.

· Synthetic Aperture Radar.


Image Plane Scanning:

· Passive Phased Array Radar

In general resolution is defined as the ability of an entire remote-sensing system, including lens antennae, display, exposure, processing, and other factors, to render a sharply defined image. Resolution of a remote-sensing is of different types. 

1. Spectral Resolution: of a remote sensing instrument (sensor) is determined by the band-widths of the Electro-magnetic radiation of the channels used. High spectral resolution, thus, is achieved by narrow bandwidths width, collectively, are likely to provide a more accurate spectral signature for discrete objects than broad bandwidth.
2. Radiometric Resolution: is determined by the number of discrete levels into which signals may be divided. 

3. Spatial Resolution: in terms of the geometric properties of the imaging system, is usually described as the instantaneous field of view (IFOV). The IFOV is defined as the maximum angle of view in which a sensor can effectively detect electro-magnetic energy. 
4. Temporal Resolution: is related ot the repetitive coverage of the ground by the remote-sensing system. The temporal resolution of Landsat 4/5 is sixteen days

Learning activities

a) Define remote sensing and identify the different stages of remote sensing process.

b) Briefly state what happens to electromagnetic radiation as it interacts with the earth’s surface features.

c) Differentiate between active and passive sensing.

d) Briefly explain why implementation of remote sensing technology is an expensive process for developing countries.

2. 

a) Explain the role of electromagnetic radiation in remote sensing.

b) Describe the various types of remote sensing platforms and their advantages.

3.

a) Provide the advantages of aerial photography over ground-based observation.

b) Briefly discuss factors that can easily hinder successful aerial photographic missions in Kenya.

4.  

a) Define photo-interpretation, outlining its significance.

b) Using a diagram, describe the main parts of a conventional aerial camera.

5. Write short notes on the following:

a) Current use of remote sensing technology in the management of forest resources in Kenya.

b) Mie and Rayleigh types of scatter.

c) Characteristics of radiant energy.

d) Concept of the synergy of remote sensing and geographic information systems
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Some Interesting Link:
· Remote Sensing Satellites
History of RS Satellites - An Article by Wim Bakker - ITC
Topic Ten
Understanding Reception, Transmission and Processing of Data

Introduction

Data obtained during airborne remote sensing missions can be retrieved once the aircraft lands. It can then be processed and delivered to the end user. However, data acquired from satellite platforms need to be electronically transmitted to Earth, since the satellite continues to stay in orbit during its operational lifetime. The technologies designed to accomplish this can also be used by an aerial platform if the data are urgently needed on the surface.

(LEARNING OUTCOMES
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By the end of this topic, you should be able to:

1. Define the terms, data reception, transmission and processing
2. State the development trends data transmission.
Key terms: data, data reception, data transmission and data processing
11.1 Data Reception, Transmission and Processing

. There are three main options for transmitting data acquired by satellites to the surface. The data can be directly transmitted to Earth if a Ground Receiving Station (GRS) is in the line of sight of the satellite (A). If this is not the case, the data can be recorded on board the satellite (B) for transmission to a GRS at a later time. Data can also be relayed to the GRS through the Tracking and Data Relay Satellite System (TDRSS) (C), which consists of a series of communications satellites in geosynchronous orbit. The data are transmitted from one satellite to another until they reach the appropriate GRS. Other ground stations have been set up around the world to capture data from a variety of satellites.
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Figure 10.1: Reception, Transmission, and Processing 

The data are received at the GRS in a raw digital format. They may then, if required, be processed to correct systematic, geometric and atmospheric distortions to the imagery, and be translated into a standardized format. The data are written to some form of storage medium such as tape, disk or CD. The data are typically archived at most receiving and processing stations, and government agencies as well as commercial companies responsible for each sensor’s archives manage full libraries of data.

For many sensors, it is possible to provide customers with quick-turnaround imagery when they need data as quickly as possible after it is collected. Near real-time processing systems are used to produce low resolution imagery in hard copy or soft copy (digital) format within hours of data acquisition. Such imagery can then be faxed or transmitted digitally to end users. One application of this type of fast data processing is to provide imagery to ships sailing in the Arctic, as it allows them to assess current ice conditions quickly in order to make navigation decisions about the easiest/safest routes through the ice. Real-time processing of imagery in airborne systems has been used, for example, to pass thermal infrared imagery to forest fire fighters right at the scene. Low-resolution quick-look imagery is used to preview archived imagery prior to purchase. The spatial and radiometric quality of these types of data products is degraded, but they are useful for ensuring that the overall quality, coverage and cloud cover of the data is appropriate.
Learning Activities
1. How is remotely sensed data transmitted?

2. How is the remotely sensed data integrated in a GIS? Explain with examples.

3. What are various software options in remote sensing?
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Topic Eleven
	


Integration of Remote Sensing and GIS

11.0 Introduction

The relationship between remote sensing and GIS has received considerable attention in the literature and indeed remains the subject of continuing this discussion. Much of the discussion revolves around the scientific and technical issues relating to the integration of the two technologies, so that the remote sensed images can be used both as a source of spatial data within GIS and to exploit the functionality of GIS in processing remotely sensed data. Generally, the use of remote sensing achieves greatest success when the data are combined with other environmental data. 

Image Processing and Analysis can be defined as the "act of examining images for the purpose of identifying objects and judging their significance" Image analyst study the remotely sensed data and attempt through logical process in detecting, identifying, classifying, measuring and evaluating the significance of physical and cultural objects, their patterns and spatial relationship. 
(LEARNING OUTCOMES
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By the end of this topic, you should be able to:

1. Define digital data;

2. State the digital formats commonly used in Remote Sensing; and

3. Describe the Digital Image Processing steps.
Key terms: Digital data, data formats, digital number, satellite imagery

11.1 Digital Data
In a most generalized way, a digital image is an array of numbers depicting spatial distribution of a certain field parameters (such as reflectivity of EM radiation, emissivity, temperature or some geophysical or topographical elevation. Digital image consists of discrete picture elements called pixels. Associated with each pixel is a number represented as DN (Digital Number) that depicts the average radiance of relatively small area within a scene. The range of DN values being normally 0 to 255. The size of this area effects the reproduction of details within the scene. As the pixel size is reduced more scene detail is preserved in digital representation. 

Remote sensing images are recorded in digital forms and then processed by the computers to produce images for interpretation purposes. Images are available in two forms - photographic film form and digital form. Variations in the scene characteristics are represented as variations in brightness on photographic films. A particular part of scene reflecting more energy will appear bright while a different part of the same scene that reflecting less energy will appear black. Digital image consists of discrete picture elements called pixels. Associated with each pixel is a number represented as DN (Digital Number) that depicts the average radiance of relatively small area within a scene. The size of this area effects the reproduction of details within the scene. As the pixel size is reduced more scene detail is preserved in digital representation. 
11.2 Data Formats for Digital Satellite Imagery
Digital data from the various satellite systems supplied to the user in the form of computer readable tapes or CD-ROM. As no worldwide standard for the storage and transfer of remotely sensed data has been agreed upon, though the CEOS (Committee on Earth Observation Satellites) format is becoming accepted as the standard. Digital remote sensing data are often organised using one of the three common formats used to organise image data . For an instance an image consisting of four spectral channels, which can be visualised as four superimposed images, with corresponding pixels in one band registering exactly to those in the other bands. These common formats are:

· Band Interleaved by Pixel (BIP)
· Band Interleaved by Line (BIL)

· Band Sequential (BQ)

Digital image analysis is usually conducted using Raster data structures - each image is treated as an array of values. It offers advantages for manipulation of pixel values by image processing system, as it is easy to find and locate pixels and their values. Disadvantages becomes apparent when one needs to represent the array of pixels as discrete patches or regions, where as Vector data structures uses polygonal patches and their boundaries as fundamental units for analysis and manipulation. Though vector format is not appropriate to for digital analysis of remotely sensed data. 
11.3 How to Improve Your Image?
Analysis of remotely sensed data is done using various image processing techniques and methods that includes:
· Analog image processing
· Digital image processing.

Visual or Analog processing techniques is applied to hard copy data such as photographs or printouts. Image analysis in visual techniques adopts certain elements of interpretation, which are as follows: 
 The use of these fundamental elements of depends not only on the area being studied, but the knowledge of the analyst has of the study area. For example the texture of an object is also very useful in distinguishing objects that may appear the same if the judging solely on tone (i.e., water and tree canopy, may have the same mean brightness values, but their texture is much different. Association is a very powerful image analysis tool when coupled with the general knowledge of the site. Thus we are adept at applying collateral data and personal knowledge to the task of image processing. With the combination of multi-concept of examining remotely sensed data in multispectral, multitemporal, multiscales and in conjunction with multidisciplinary, allows us to make a verdict not only as to what an object is but also its importance. Apart from these analog images processing techniques also includes optical photogrammetric techniques allowing for precise measurement of the height, width, location, etc. of an object.
	Elements of Image Interpretation 

	Primary Elements
	Black and White Tone

	
	Color

	
	Stereoscopic Parallax

	Spatial Arrangement of Tone & Color
	Size

	
	Shape

	
	Texture

	
	Pattern

	Based on Analysis of Primary Elements
	Height

	
	Shadow

	Contextual Elements
	Site

	
	 Association



Digital Image Processing is a collection of techniques for the manipulation of digital images by computers. The raw data received from the imaging sensors on the satellite platforms contains flaws and deficiencies. To overcome these flaws and deficiencies in order to get the originality of the data, it needs to undergo several steps of processing. This will vary from image to image depending on the type of image format, initial condition of the image and the information of interest and the composition of the image scene. Digital Image Processing undergoes three general steps:
· Pre-processing
· Display and enhancement

· Information extraction
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Flowchart

Pre-processing consists of those operations that prepare data for subsequent analysis that attempts to correct or compensate for systematic errors. The digital imageries are subjected to several corrections such as geometric, radiometric and atmospheric, though all these corrections might not be necessarily be applied in all cases. These errors are systematic and can be removed before they reach the user. The investigator should decide which pre-processing techniques are relevant on the basis of the nature of the information to be extracted from remotely sensed data. After pre-processing is complete, the analyst may use feature extraction to reduce the dimensionality of the data. Thus feature extraction is the process of isolating the most useful components of the data for further study while discarding the less useful aspects (errors, noise etc). Feature extraction reduces the number of variables that must be examined, thereby saving time and resources.
 Image Enhancement operations are carried out to improve the interpretability of the image by increasing apparent contrast among various features in the scene. The enhancement techniques depend upon two factors mainly
· The digital data (i.e. with spectral bands and resolution)
· The objectives of interpretation

As an image enhancement technique often drastically alters the original numeric data, it is normally used only for visual (manual) interpretation and not for further numeric analysis. Common enhancements include image reduction, image rectification, image magnification, transect extraction, contrast adjustments, band ratioing, spatial filtering, Fourier transformations, principal component analysis and texture transformation.
 Information Extraction is the last step toward the final output of the image analysis. After pre-processing and image enhancement the remotely sensed data is subjected to quantitative analysis to assign individual pixels to specific classes. Classification of the image is based on the known and unknown identity to classify the remainder of the image consisting of those pixels of unknown identity. After classification is complete, it is necessary to evaluate its accuracy by comparing the categories on the classified images with the areas of known identity on the ground. The final result of the analysis consists of maps (or images), data and a report. These three components of the result provide the user with full information concerning the source data, the method of analysis and the outcome and its reliability. 
11.4 Pre-Processing of the Remotely Sensed Images 
When remotely sensed data is received from the imaging sensors on the satellite platforms it contains flaws and deficiencies. Pre-processing refers to those operations that are preliminary to the main analysis. Preprocessing includes a wide range of operations from the very simple to extremes of abstractness and complexity. These categorized as follow:
1. Feature Extraction
2. Radiometric Corrections

3. Geometric Corrections

4. Atmospheric Correction

The techniques involved in removal of unwanted and distracting elements such as image/system noise, atmospheric interference and sensor motion from an image data occurred due to limitations in the sensing of signal digitization, or data recording or transmission process. Removal of these effects from the digital data are said to be "restored" to their correct or original condition, although we can, of course never know what are the correct values might be and must always remember that attempts to correct data what may themselves introduce errors. Thus image restoration includes the efforts to correct for both radiometric and geometric errors. 
11.4.1 Feature Extraction
Feature Extraction does not mean geographical features visible on the image but rather "statistical" characteristics of image data like individual bands or combination of band values that carry information concerning systematic variation within the scene. Thus in a multispectral data it helps in portraying the necessity elements of the image. It also reduces the number of spectral bands that has to be analyzed. After the feature extraction is complete the analyst can work with the desired channels or bands, but in turn the individual bandwidths are more potent for information. Finally such a pre-processing increases the speed and reduces the cost of analysis. 
11.4.2 Radiometric Corrections
Radiometric Corrections are carried out when an image data is recorded by the sensors they contain errors in the measured brightness values of the pixels. These errors are referred as radiometric errors and can result from the
1. Instruments used to record the data
2. From the effect of the atmosphere

Radiometric processing influences the brightness values of an image to correct for sensor malfunctions or to adjust the values to compensate for atmospheric degradation. Radiometric distortion can be of two types:
1. The relative distribution of brightness over an image in a given band can be different to that in the ground scene.
2. The relative brightness of a single pixel from band to band can be distorted compared with spectral reflectance character of the corresponding region on the ground.

The following methods define the outline the basis of the cosmetic operations for the removal of such defects: 
11.5 Line-Dropouts
A string of adjacent pixels in a scan line contain spurious DN. This can occur when a detector malfunctions permanently or temporarily. Detectors are loaded by receiving sudden high radiance, creating a line or partial line of data with the meaningless DN. Line dropouts are usually corrected either by replacing the defective line by a duplicate of preceding or subsequent line, or taking the average of the two. If the spurious pixel, sample x, line y has a value DNx,y then the algorithms are simply: 
 DNx,y = DNx,y-1 
DNx,y = (DNx,y-1 + DNx,y+1)/2 
11.5 De-Striping
Banding or striping occurs if one or more detectors go out of adjustment in a given band. The systematic horizontal banding pattern seen on images produced by electro-mechanical scanners such as Landsat's MSS and TM results in a repeated patterns of lines with consistently high or low DN. Two reasons can be thus put forward in favor of applying a 'de-striping' correction :
1. The visual appearance and interpretability of the image are thereby improved.
2. Equal pixel values in the image are more likely to represent areas of equal ground leaving radiance, other things being equal.

The two different methods of de-striping are as follows: 
 First method entails a construction of histograms for each detector of the problem band, i.e., histograms generated from by the six detectors: these histograms are calculated for the lines 1, 7, 13… lines 2, 8, 14… etc. Then the means and standard deviation are calculated for each of the six histograms. Assuming the proportion of pixels representing different soils, water, vegetation, cloud, etc. are the same for each detector, the means and standard deviations of the 6 histograms should be the same. Stripes however are characterised by distinct histograms. De-striping then requires equalisation of the means and standard deviation of the six detectors by forcing them to equal selected values - usually the mean and standard deviation for the whole image
The process of histogram matching is also utilised before mosaicking image data of adjacent scenes (recorded at diferent times) so as to accommodate differences in illumination levels, angles etc. A further application is resolution merging, in which a low spatial resolution image is sharpened by merging with high spatial resolution image
Second method is a non-linear in the sense that relationship between radiance rin(received at the detector) and rout (output by the sensor) is not describable in terms of a single linear segments. 
11.6 Random Noise
Odd pixels that have spurious DN crop up frequently in images - if they are particularlt distracting, they can be suppressed by spatial filtering. By definition, these defects can be identified by their marked differences in DN from adjacent pixels in the affected band. Noisy pixels can be replaced by substituting for an average value of the neighborhood DN. Moving windows of 3 x 3 or 5 x 5 pixels are typically used in such procedures.  
11.7 Geometric Corrections
Raw digital images often contain serious geometrical distortions that arise from earth curvature, platform motion, relief displacement, non-linearities in scanning motion. The distortions involved are of two types:
1. Non-systematic Distortion
2. Systematic Distortions

Rectification is the process of projecting image data onto a plane and making it conform to a map projection system. Registration is the process of making image data conform to another image. A map coordinate system is not necessarily involved. However rectification involves rearrangement of the input pixels onto a new grid which conforms to the desired map projection and coordinate system. Rectification and Registration therefore involve similar sets of procedures for both the distortions. 
11.7.1 Non-Systematic Distortions
These distortions are caused due to variations in spacecraft variables. These distortions can be evaluated as follows: 
Distortion Evaluated from Tracking Data
· Due to (Figure 1).  [image: image176.jpg]| Rescodinge
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· The amount of earth rotation during 26 sec required to scan an image results in distortion. The correction for this distortion can be done by scanning 16 successive group of lines, offset towards the west to compensate for the earth rotation, which causes the parallelogram outline of the restored image. It is true for TM Image. (Figure ure 2)
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Distortion Evaluated from Ground Control caused during the spacecraft scan of the ground.
· Altitude Variation (Figure 3)
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· Attitude Variation - pitch, roll & yaw (Figure 4)
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Correction Process for Non-systematic Distortions
1. Locating Ground Control Points This process employs identification of geographic features on the image called ground control points (GCPs), whose position are known such as intersection of streams, highways, airport, runways etc. Longitude and latitude of GCPs can be determined by accurate base maps where maps are lacking GPS is used to determine the Latitude and Longitude from navigation satellites. Thus a GCP is located in the field and determining its position using GPS. Accurate GCPs are essential to accurate rectification. GCPs should be 
2. Reliably matched between source and reference (e.g., coastline features, road intersection, etc.)

3. Widely dispersed throughout the source image

4. Resampling Methods The location of output pixels derived from the ground control points (GCPs) is used to establish the geometry of the output image and its relationship to the input image. Difference between actual GCP location and their position in the image are used to determine the geometric transformation required to restore the image. This transformation can be done by different resampling methods where original pixels are resampled to match the geometric coordinates. Each resampling method employs a different strategy to estimate values at output grid for given known values for the input grid.

5. Nearest Neighbor The simplest strategy is simply to assign each corrected pixel, the value from the nearest uncorrected pixel. It has the advantages of simplicity and the ability to preserve original values in the altered scene, but it may create noticeable errors, which may be severe in linear features where the realignment of pixels is obvious. (Figure 5). 
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6. Bilinear Interpolation The strategy for the calculation of each output pixel value is based on a weighted average of the four nearest input pixels. The output image gives a natural look because each output value is based on several input values. There are some changes occurred when bilinear interpolation creates new pixel value. (Figure 6) 
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7. Brightness values in the input image are lost

8. As the output image is resampled by averaging over areas, it decreases the spatial resolution of the image

9. Cubic Convolution. It is the most sophisticated and complex method of resampling. Cubic convolution uses a weighted average of values within a neighborhood of 25 adjacent pixels. The images produced by this method are generally more attractive but are drastically altered than nearest neighbor and bilinear interpolation (Figure 7). 
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11. Image Correction using Mapping Polynomial Polynomial equations are used to convert the source coordinates to rectified coordinate, using 1st and 2nd order transformation. The coefficients of the polynomial such as ai and bi are calculated by the least square regression method that will help in relating any point in the map to its corresponding point in the image. 
x0 = b1 + b2xi + b3yi
y0 = a1 + a2xi + a3yi 
Where (xI yI ) are the input coordinates and (x0 y0 ) are the output coordinates. 
Initially few GCPs coefficients are required to calculate the transformation matrix and the inverse transformation that could convert the reference coordinates of the GCPs back to the source coordinate system. This enables determination of RMS error for chosen transformation. The best order of transformation can be obtained using trial and error process while ignoring the highest RMS error from the least square computation.

11.8.0 Systematic Distortions
Geometric systematic distortions are those effects that are constant and can be predicted in advance. These are of two types: 
11.8.1 Scan Skew
It is caused by forward motion of the spacecraft during the time of each mirror sweep. In this case the ground swath scanned is not normal to the ground track (Figure ure 8). 
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11.8.2 Known Mirror Velocity Variation
The known mirror velocity variation are used to correct the minor distortion due to the velocity of the scan mirror not being constant from start to finish of each scan line (Figure ure 9)..

[image: image184.jpg]2




 
11.9.0 Cross Track Distortion
These generally occur in all the un-restored images acquired by the cross track scanners. They result from sampling pixels along a scan line at constant time intervals. The width of a pixel is proportional to the tangent of the scan angle and therefore is wider at the either margins of the scan line that compresses the pixel. This distortion is restored using trigno-metric functions (Figure 10).
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Systematic Distortions are well understood ands easily corrected by applying formulas derived by modeling the sources of distortions mathematically. 
11.10 Atmospheric Corrections
The output from the instrument on satellite depends on the intensity and spectral distribution of energy that is received at the satellite. The intensity and spectral distribution of energy/radiation has traveled some distance through the atmosphere and accordingly has suffered both attenuation and augmentation in the course of journey. The problem comes when one is not able to regenerate the correct radiation properties of the target body on the earth surface with the data generated by the remote sensing 
11.10.1 Effect of the Atmosphere on Radiation (Radiative Transfer Theory)
Effect of the atmosphere in determining various paths for energy to illuminate a pixel and reach the sensor. The path radiation coming from the sun to the ground pixel and then being reflected to the sensor. In this on going process, absorption by atmospheric molecules takes place that converts incoming energy into heat. In particular, molecules of oxygen, carbon-dioxide, ozone and water attenuate the radiation very strongly in certain wavelengths. Scattering by these atmospheric particles is also the dominant mechanism that leads to radiometric distortion in 
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Radiative Transfer theory is used to make quantitative calculations of the difference between the satellite received radiance and earth leaving radiance. 
Radiation traveling in a certain direction is specified by the angle f between that direction and the vertical axis z and setting a differential equation for a small horizontal element of the transmitting medium (the atmosphere) with thickness dz. The resulting differential equation is called the radiative transfer equation. The equation will therefore be different for different wavelengths of electromagnetic radiation because of the different relative importance of different physical process at different wavelength. 
11.10.2 Need for Atmospheric Correction
When an image is to be utilized, it is frequently necessary to make corrections in brightness and geometry for accuracy during interpretation and also some of the application may require correction to evaluate the image accurately. The various reasons for which correction should be done:
· Derive ratios in 2 bands of multi spectral image since the effect of atmospheric scattering depends on the wavelength, the two channels will be unequally affected and the computed ratio will not accurately reflect the true ratio leaving the earth's surface
· When land surface reflectance or sea surface temperature is to be determined.

· When two images taken at different times and needed to be compared or mosaic the images

11.12 Correction Methods
Rectifying the image data for the degrading effects of the atmosphere entails modeling the scattering and absorption processes that take place. There are number of ways of correcting the image data for atmospheric correction:
· Ignore the atmosphere
· Collecting the ground truth measurements of target temperature, reflectance etc and calibrating these values or quantities on the ground and the radiance values by the sensor.

· Modeling the absorption or scattering effects for the measurement of the composition and temperature profile of the atmosphere.

· Utilizing the information about the atmosphere inherent to remotely sensed data i.e. use the image to correct itself.

11.12.1 Correcting For Atmospheric Scattering
This correction is done when the two bands of image are subjected to ratio analysis. Atmospheric scattering scatters short wavelength and causes haze and reduces the contrast ratio of images. This follows two techniques for example TM bands 1 & 7, where TM 1 has the highest component of 1 and the TM7 (infrared) has the least. Both techniques are DN value dependent as TM band 7 is free from scattering effect there it has DN value either 0 or 1 (shadows).
1. In TM 7 the shadows having DN value 0 & 1. Now for each pixel the DN in TM 7 is plotted against TM 1 and a straight line is fitted through the plot using least square techniques. If there was no haze in TM 1 then the line would pass through the origin. But as there is haze the intercept is offset along the band 1. Haze has an additive effect on scene brightness. Therefore to correct the haze effect on TM 1, the value of the intercept offset is subtracted from the DN of each band 1 pixel for the entire image.(Figure 12). 
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3. The second technique also uses the areas with DN as 0 or 1 in TM 7. The histogram of TM 7 has pixels with 0 where as the histogram of TM 1 lacks the pixel in the range from 0 to 20 approximately because of light scattered into the detector by atmosphere thus this abrupt increase in pixels in TM 1 is subtracted from all the DNs in band 1 to restore effects of atmospheric scattering (Figure  13). 
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The amount of atmospheric correction depends upon
· Wavelength of the bands
· Atmospheric conditions

Short wavelengths causes more severe scattering. Humid, smoggy and dusty cause more scattering than clear and dry atmospheres. 
11.13 Implementing the Models
Documented information on the atmospheric conditions is used to estimate atmospheric using computer codes in standard Atmospheric Models. LOWTRAN, MODTRAN and HITRAN are some standard models providing them with type of sensor, target altitudes and look, the atmospheric correction could be done. 
11.14 Image Enhancement Techniques 
Image Enhancement techniques are instigated for making satellite imageries more informative and helping to achieve the goal of image interpretation. The term enhancement is used to mean the alteration of the appearance of an image in such a way that the information contained in that image is more readily interpreted visually in terms of a particular need. The image enhancement techniques are applied either to single-band images or separately to the individual bands of a multiband image set. These techniques can be categorized into two:
· Spectral Enhancement Techniques
· Multi-Spectral Enhancement Techniques

11.14.1 Spectral Enhancement Techniques
Density Slicing
Density Slicing is the mapping of a range of contiguous grey levels of a single band image to a point in the RGB color cube. The DNs of a given band are "sliced" into distinct classes. For example, for band 4 of a TM 8 bit image, we might divide the 0-255 continuous range into discrete intervals of 0-63, 64-127, 128-191 and 192-255. These four classes are displayed as four different grey levels. This kind of density slicing is often used in displaying temperature maps.  
Contrast Stretching
The operating or dynamic, ranges of remote sensors are often designed with a variety of eventual data applications. For example for any particular area that is being imaged it is unlikely that the full dynamic range of sensor will be used and the corresponding image is dull and lacking in contrast or over bright. Landsat TM images can end up being used to study deserts, ice sheets, oceans, forests etc., requiring relatively low gain sensors to cope with the widely varying radiances upwelling from dark, bright, hot and cold targets. Consequently, it is unlikely that the full radiometric range of brand is utilised in an image of a particular area. The result is an image lacking in contrast - but by remapping the DN distribution to the full display capabilities of an image processing system, we can recover a beautiful image. Contrast Stretching can be displayed in three catagories: 
Linear Contrast Stretch
This technique involves the translation of the image pixel values from the observed range DNmin to DNmax to the full range of the display device(generally 0-255, which is the range of values representable in an 8bit display devices)This technique can be applied to a single band, grey-scale image, where the image data are mapped to the display via all three colors LUTs. 
It is not necessary to stretch between DNmax and DNmin - Inflection points for a linear contrast stretch from the 5th and 95th percentiles, or ± 2 standard deviations from the mean (for instance) of the histogram, or to cover the class of land cover of interest (e.g. water at expense of land or vice versa). It is also straightforward to have more than two inflection points in a linear stretch, yielding a piecewise linear stretch. 
Histogram Equalization
The underlying principle of histogram equalisation is straightforward and simple, it is assumed that each level in the displayed image should contain an approximately equal number of pixel values, so that the histogram of these displayed values is almost uniform (though not all 256 classes are necessarily occupied). The objective of the histogram equalisation is to spread the range of pixel values present in the input image over the full range of the display device.  
Gaussian Stretch
This method of contrast enhancement is base upon the histogram of the pixel values is called a Gaussian stretch because it involves the fitting of the observed histogram to a normal or Gaussian histogram. It is defined as follows:
F(x) = (a/p) 0.5 exp (-ax2)

11.16 Multi-Spectral Enhancement Techniques
Image Arithmetic Operations

The operations of addition, subtraction, multiplication and division are performed on two or more co-registered images of the same geographical area. These techniques are applied to images from separate spectral bands from single multispectral data set or they may be individual bands from image data sets that have been collected at different dates. More complicated algebra is sometimes encountered in derivation of sea-surface temperature from multispectral thermal infrared data (so called split-window and multichannel techniques). 
Addition of images is generally carried out to give dynamic range of image that equals the input images. 
 Band Subtraction Operation on images is sometimes carried out to co-register scenes of the same area acquired at different times for change detection. 
 Multiplication of images normally involves the use of a single 'real' image and binary image made up of ones and zeros. 
 Band Ratioing or Division of images is probably the most common arithmetic operation that is most widely applied to images in geological, ecological and agricultural applications of remote sensing. Ratio Images are enhancements resulting from the division of DN values of one spectral band by corresponding DN of another band. One instigation for this is to iron out differences in scene illumination due to cloud or topographic shadow. Ratio images also bring out spectral variation in different target materials. Multiple ratio image can be used to drive red, green and blue monitor guns for color images. Interpretation of ratio images must consider that they are "intensity blind", i.e., dissimilar materials with different absolute reflectance’s but similar relative reflectances in the two or more utilised bands will look the same in the output image
11.17 Principal Component Analysis

Spectrally adjacent bands in a multispectral remotely sensed image are often highly correlated. Multiband visible/near-infrared images of vegetated areas will show negative correlations between the near-infrared and visible red bands and positive correlations among the visible bands because the spectral characteristics of vegetation are such that as the vigour or greenness of the vegetation increases the red reflectance diminishes and the near-infrared reflectance increases. Thus presence of correlations among the bands of a multispectral image implies that there is redundancy in the data and Principal Component Analysis aims at removing this redundancy. 

Principal Components Analysis (PCA) is related to another statistical technique called factor analysis and can be used to transform a set of image bands such that the new bands (called principal components) are uncorrelated with one another and are ordered in terms of the amount of image variation they explain. The components are thus a statistical abstraction of the variability inherent in the original band set. 
To transform the original data onto the new principal component axes, transformation coefficients (eigen values and eigen vectors) are obtained that are further applied in a linear fashion to the original pixel values. This linear transformation is derived from the covariance matrix of the original data set. These transformation coefficients describe the lengths and directions of the principal axes. Such transformations are generally applied either as an enhancement operation, or prior to classification of data. In the context of PCA, information means variance or scatter about the mean. Multispectral data generally have a dimensionality that is less than the number of spectral bands. The purpose of PCA is to define the dimensionality and to fix the coefficients that specify the set of axes, which point in the directions of greatest variability. The bands of PCA are often more interpretable than the source data. 
 Decorrelation Stretch
Principal Components can be stretched and transformed back into RGB colours - a process known as decorrelation stretching. If the data are transformed into principal components space and are stretched within this space, then the three bands making up the RGB color composite images are subjected to stretched will be at the right angles to each other. In RGB space the three-color components are likely to be correlated, so the effects of stretching are not independent for each color. The result of decorrelation stretch is generally an improvement in the range of intensities and saturations for each color with the hue remaining unaltered. Decorrelation Stretch, like principal component analysis can be based on the covariance matrix or the correlation matrix. The resultant value of the decorrelation stretch is also a function of the nature of the image to which it is applied. The method seems to work best on images of semi-arid areas and it seems to work least well where the area is covered by the image includes both land and sea. 
 Canonical Components

PCA is appropriate when little prior information about the scene is available. Canonical component analysis, also referred to as multiple discriminant analysis, may be appropriate when information about particular features of interest is available. Canonical component axes are located to maximize the separability of different user-defined feature types. 
Hue, Saturation and Intensity (HIS) Transform

Hues is generated by mixing red, green and blue light are characterised by coordinates on the red, green and blue axes of the color cube. The hue-saturation-intensity hexcone model, where hue is the dominant wavelength of the perceived color represented by angular position around the top of a hexcone, saturation or purity is given by distance from the central, vertical axis of the hexcone and intensity or value is represented by distance above the apex of the hexcone. Hue is what we perceive as color. Saturation is the degree of purity of the color and may be considered to be the amount of white mixed in with the color. It is sometimes useful to convert from RGB color cube coordinates to HIS hexcone coordinates and vice-versa 
The hue, saturation and intensity transform is useful in two ways: first as method of image enhancement and secondly as a means of combining co-registered images from different sources. The advantage of the HIS system is that it is a more precise representation of human color vision than the RGB system. This transformation has been quite useful for geological applications. 
 Fourier Transformation

The Fourier Transform operates on a single -band image. Its purpose is to break down the image into its scale components, which are defined to be sinusoidal waves with varying amplitudes, frequencies and directions. The coordinates of two-dimensional space are expressed in terms of frequency (cycles per basic interval). The function of Fourier Transform is to convert a single-band image from its spatial domain representation to the equivalent frequency-domain representation and vice-versa. 
The idea underlying the Fourier Transform is that the grey-scale value forming a single-band image can be viewed as a three-dimensional intensity surface, with the rows and columns defining two axes and the grey-level value at each pixel giving the third (z) dimension. The Fourier Transform thus provides details of
· The frequency of each of the scale components of the image
· The proportion of information associated with each frequency component

11.18 Spatial Processing 
Spatial Filtering
Spatial Filtering can be described as selectively emphasizing or suppressing information at different spatial scales over an image. Filtering techniques can be implemented through the Fourier transform in the frequency domain or in the spatial domain by convolution. 
Convolution Filters

Filtering methods exists is based upon the transformation of the image into its scale or spatial frequency components using the Fourier transform. The spatial domain filters or the convolution filters are generally classed as either high-pass (sharpening) or as low-pass (smoothing) filters. 
Low-Pass (Smoothing) Filters
Low-pass filters reveal underlying two-dimensional waveform with a long wavelength or low frequency image contrast at the expense of higher spatial frequencies. Low-frequency information allows the identification of the background pattern, and produces an output image in which the detail has been smoothed or removed from the original. 
 A 2-dimensional moving-average filter is defined in terms of its dimensions which must be odd, positive and integral but not necessarily equal, and its coefficients. The output DN is found by dividing the sum of the products of corresponding convolution kernel and image elements often divided by the number of kernel elements. 
 A similar effect is given from a median filter where the convolution kernel is a description of the PSF weights. Choosing the median value from the moving window does a better job of suppressing noise and preserving edges than the mean filter. 
 Adaptive filters have kernel coefficients calculated for each window position based on the mean and variance of the original DN in the underlying image. 
 High-Pass (Sharpening) Filters

Simply subtracting the low-frequency image resulting from a low pass filter from the original image can enhance high spatial frequencies. High -frequency information allows us either to isolate or to amplify the local detail. If the high-frequency detail is amplified by adding back to the image some multiple of the high frequency component extracted by the filter, then the result is a sharper, de-blurred image. 
 High-pass convolution filters can be designed by representing a PSF with positive centre weight and negative surrounding weights. A typical 3x3 Laplacian filter has a kernal with a high central value, 0 at each corner, and -1 at the centre of each edge. Such filters can be biased in certain directions for enhancement of edges. 
 A high-pass filtering can be performed simply based on the mathematical concepts of derivatives, i.e., gradients in DN throughout the image. Since images are not continuous functions, calculus is dispensed with and instead derivatives are estimated from the differences in the DN of adjacent pixels in the x,y or diagonal directions. Directional first differencing aims at emphasizing edges in image. 
Frequency Domain Filters
The Fourier transform of an image, as expressed by the amplitude spectrum is a breakdown of the image into its frequency or scale components. Filtering of these components use frequency domain filters that operate on the amplitude spectrum of an image and remove, attenuate or amplify the amplitudes in specified wavebands. The frequency domain can be represented as a 2-dimensional scatter plot known as a fourier spectrum, in which lower frequencies fall at the centre and progressively higher frequencies are plotted outward. 
 Filtering in the frequency domain consists of 3 steps:
· Fourier transform the original image and compute the fourier spectrum
· Select an appropriate filter transfer function (equivalent to the OTF of an optical system) and multiply by the elements of the fourier spectrum.

· Perform an inverse fourier transform to return to the spatial domain for display purposes.

11.19 Image Classification
Image Classification has formed an important part of the fields of Remote Sensing, Image Analysis and Pattern Recognition. In some instances, the classification itself may form the object of the analysis. Digital Image Classification is the process of sorting all the pixels in an image into a finite number of individual classes. The classification process is based on following assumptions:
· Patterns of their DN, usually in multichannel data (Spectral Classification).
· Spatial relationship with neighbouring pixels

· Relationships between the data acquired on different dates.

Pattern Recognition, Spectral Classification, Textural Analysis and Change Detection are different forms of classification that are focused on 3 main objectives:
1. Detection of different kinds of features in an image.
2. Discrimination of distinctive shapes and spatial patterns

3. Identification of temporal changes in image

Fundamentally spectral classification forms the bases to map objectively the areas of the image that have similar spectral reflectance/emissivity characteristics. Depending on the type of information required, spectral classes may be associated with identified features in the image (supervised classification) or may be chosen statistically (unsupervised classification). Classification has also seen as a means to compressing image data by reducing the large range of DN in several spectral bands to a few classes in a single image. Classification reduces this large spectral space into relatively few regions and obviously results in loss of numerical information from the original image. There is no theoretical limit to the dimensionality used for the classification, though obviously the more bands involved, the more computationally intensive the process becomes. It is often wise to remove redundant bands before classification. 

Classification generally comprises four steps:
· Pre-processing, e.g., atmospheric, correction, noise suppression, band ratioing, Principal Component Analysis, etc.
· Training - selection of the particular features which best describe the pattern

· Decision - choice of suitable method for comparing the image patterns with the target patterns.

· Assessing the accuracy of the classification

The informational data are classified into systems: 
· Supervised 
· Unsupervised 
Supervised Classification

In this system each pixel is supervised for the categorization of the data by specifying to the computer algorithm, numerical descriptors of various class types. There are three basic steps involved in typical supervised classification 
Training Stage
The analyst identifies the training area and develops a numerical description of the spectral attributes of the class or land cover type. During the training stage the location, size, shape and orientation of each pixel type for each class. 
 Classification Stage
Each pixel is categorized into landcover class to which it closely resembles. If the pixel is not similar to the training data, then it is labeled as unknown. Numerical mathematical approaches to the spectral pattern recognition have been classified into various categories.
1. Measurements on Scatter Diagram
2. Each pixel value is plotted on the graph as the scatter diagram indicating the category of the class. In this case the 2-dimensional digital values attributed to each pixel is plotted on the graph 
3. Minimum Distance to Mean Classifier/Centroid Classifier
This is a simple classification strategy. First the mean vector for each category is determined from the average DN in each band for each class. An unknown pixel can then be classified by computing the distance from its spectral position to each of the means and assigning it to the class with the closest mean. One limitation of this technique is that it overlooks the different degrees of variation.

4. Parallelpiped Classifier
For each class the estimate of the maximum and minimum DN in each band is determined. Then parallelpiped are constructed o as to enclose the scatter in each theme. Then each pixel is tested to see if it falls inside any of the parallelpiped and has limitation

A pixel may fall outside the parallelpiped and remained unclassified.

1. Theme data are so strongly corrected such that a pixel vector that plots at some distance from the theme scatter may yet fall within the decision box and be classified erroneously.

2. Sometimes parallelpiped may overlap in which case the decision becomes more complicated then boundaries are slipped.

3. Gaussian Maximum Likelihood Classifier
This method determines the variance and covariance of each theme providing the probability function. This is then used to classify an unknown pixel by calculating for each class, the probability that it lies in that class. The pixel is then assigned to the most likely class or if its probability value fail to reach any close defined threshold in any of the class, be labeled as unclassified. Reducing data dimensionally b
4. Before hand is a\one approach to speeding the process up.

Unsupervised Classification
This system of classification does not utilize training data as the basis of classification. This classifier involves algorithms that examine the unknown pixels in the image and aggregate them into a number of classes based on the natural groupings or cluster present in the image. The classes that result from this type of classification are spectral classes. Unsupervised classification is the identification, labeling and mapping of these natural classes. This method is usually used when there is less information about the data before classification. 
There are several mathematical strategies to represent the clusters of data in spectral space.
1. Sequential Clustering
In this method the pixels are analysed one at a time pixel by pixel and line by line. The spectral distance between each analysed pixel and previously defined cluster means are calculated. If the distance is greater than some threshold value, the pixel begins a new cluster otherwise it contributes to the nearest existing clusters in which case cluster mean is recalculated. Clusters are merged if too many of them are formed by adjusting the threshold value of the cluster means. 
2. Statistical Clustering
It overlooks the spatial relationship between adjacent pixels. The algorithm uses 3x3 windows in which all pixels have similar vector in space. The process has two steps

· Testing for homogeneity within the window of pixels under consideration.

· Cluster merging and deletion

Here the windows are moved one at time through the image avoiding the overlap. The mean and standard derivation are calculated for each band of the window. The smaller the standard deviation for a given band the greater the homogeneity of the window. These values are then compared by the user specified parameter for delineating the upper and lower limit of the standard deviation. If the window passes the homogeneity test it forms cluster. Clusters are created until then number exceeds the user defined maximum number of clusters at which point some are merged or deleted according to their weighting and spectral distances. 

3. Iso Data Clustering (Iterative Self Organizing Data Analysis Techniques)
Its repeatedly performs an entire classification and recalculates the statistics. The procedure begins with a set of arbitrarily defined cluster means, usually located evenly through the spectral space. After each iteration new means are calculated and the process is repeated until there is some difference between iterations. This method produces good result for the data that are not normally distributed and is also not biased by any section of the image. 

4. RGB Clustering
It is quick method for 3 band, 8 bit data. The algorithm plots all pixels in spectral space and then divides this space into 32 x 32 x 32 clusters. A cluster is required to have minimum number of pixels to become a class. RGB Clustering is not biased to any part of the data.
Learning Activity
	Centre for Remote Sensing
http://www.ccrs.nrcan.gc.ca/ccrs/eduref/tutorial/indexe.html
	This site provides an in-depth remote sensing tutorial.
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TOPIC TWELVE
GIS APPLICATIONS

12.0 Introduction

The great appeal of GIS stems from their ability to integrate great quantities of information about the environment and to provide a powerful repertoire of analytical tools to explore this data. Imagine the potential of a system in which dozens or hundreds of maps layers are arrayed to display information about transportation networks, hydrography, population characteristics, farming activities, economic activity, political jurisdictions, and other characteristics of the natural and social environments. Such a system would be valuable in a wide range of situations--for agricultural planning, urban planning, environmental resource management, hazards management, emergency planning, or transportation forecasting, and so on. The ability to separate information in layers, and then combine it with other layers of information is the reason why GIS hold such great potential as research and decision-making tools. 
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GIS are now used extensively in government, business, agriculture, and research for a wide range of applications including environmental resource analysis, landuse planning, locational analysis, tax appraisal, utility and infrastructure planning, real estate analysis, marketing and demographic analysis, habitat studies, and archaeological analysis. 

(LEARNING OUTCOMES
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12.1 Remote Sensing and GIS applications for agriculture
In the early 1990’s ITC, a private company extensively used remote sensing for crop acreage estimation. Today remote sensing and GIS applications are being widely used for various projects relating to natural resource management. 

Remote Sensing and GIS applications for agriculture can be classified as:

· Creation of Agricultural Information System, by combining information derived from source satellite images and data collected from other sources
· Agricultural Information based applications such as, insurance, commercial distribution studies of seeds, pests and fertilizers

· Agricultural Livelihood or Commercial Enhancement Studies, such as, land development, agricultural risk mitigation studies, watershed management etc

This topic provides a multifarious example of the above applications, while stressing the importance of remote sensing and GIS applications. Major emphasis has been attributed to variety level classification of crops, crop yield estimation for insurance studies and agricultural risk mitigation studies. Utility of different satellites with different resolution, starting from low resolution MODIS, AWiFS to high resolution LISS IV data of IRS satellites have also been discussed in the paper.
Efficiency in the agricultural sector can be augmented effectively by using Information Technology tools such as remote sensing and GIS. The database for the agriculture sector can ensure greater reliability of estimates and forecasting that will help in the process of planning and policy making. Efforts to improve and harness latest remote sensing and information technology techniques to capture, collate, add value and disseminate data into appropriate destinations will be helpful for managing risk and in accelerating the growth process.
12.2 Areas of emphasis in agriculture segment
Developing countries have agrarian economy with millions of people involved. In the current scenario unavailability of a comprehensive information database on agriculture system has often led to inefficiency in performance of the existing stakeholders. 
Various questions arising in the minds of stakeholders have remained unanswered and here-below are listed:
0. No systematic and sharable database exists on:
0. Crops that can grow in any area

0. Area covered by each crop

0. Tentative yield of each crop

0. Farmers (names, land size, shape, location) engaged in cropping practice in that area and details of their land holdings

2. Exporters require data on:

1. Acreage of crop that would be available for export

2. Base price that can be fixed based on supply and demand

3. Time by which the crop may reach the market
3. Insurance sector companies require data:

1. To ascertain the actual premium to be levied in each ‘Insurance Circle’

2. To monitor growth of the Insurer’s crop

3. To ascertain if there is a real loss in the crop of the insurer

4. To assess the actual amount of compensation to be paid to the insurer

5. For timely payment of compensation in order to attract the farmer

2. Fertilizer distribution companies require data on:

1. Crop type so that an assessment on the requirement of fertilizer in the region can be made

2. Land suitability and acreage of crop type to ascertain demand and supply of seeds & fertilizer

3. Farmers require data on:

1. Crop type that will be best suited for their field during a particular season

2. Type and amount of fertilizer to be applied

3. Volume of water required for best yields

4. Government require data on:

1. Total expected produce of each crop type during the current year

2. Floods/drought conditions developing in different areas
3. The farmers impacted by crop damage

4. The total irrigation water requirements and water conservation plan

5. Capacity of cold storage, godown and subsequent transport planning for disbursement

6. Total farm subsidies and whether the system is fully transparent

7. Tentative revenue collection

8. Cadastral level information

Satellite based remote sensing technique combined with limited field survey provides valuable information in quick time. The data generated from satellite imageries provide information on the status of crops under observation at any particular date, and can be processed quickly. This inherent advantage provides a synoptic view, making it possible to analyze the status and trend of transplantation, crop growth and harvesting throughout the study area.
Wide spread application of remote sensing and GIS will be helpful for creating a systematic and sharable database on crop related issues and answer the unanswered questions of different stakeholders.
The figure below shows a general methodology adopted for extraction of data using remote sensing and GIS and its dissemination to different stakeholders. 
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Figure 12.1 Application of Remote Sensing and GIS in agriculture
Many private organizations in developing countries are already engaged in providing remote sensing and GIS based services to different segments of agriculture. In the subsequent sections a discussion of a few modern agricultural applications is given. 
12.4 Data on agriculture for exporters 
As discussed earlier, exporters need to fix a price with their customers as well as with the farmers well before the harvesting takes place. Such committed commerce can only be obtained by a systematic flow of information. The information sought by the exporters includes variety wise acreage estimation, production estimation, health monitoring of crops, knowledge on drought and flood conditions and understand the farmer’s mind-set (farmer’s questionnaire survey). 
These projects may involve the use of multi-temporal/multi-satellite sensor images depending on the requirement. The study also requires extensive field validation including collection of data. A few indicative inputs are mentioned below. 
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12.5 Agriculture data for the insurance sector
Agricultural insurance is a growing phenomenon in some developing world. Insurance companies assess the premiums and claim payout based on the agro-climatic zone, vulnerability of the crop to various disasters like floods or drought and crop yield. With the increasing competition in the insurance sector, insurance companies need to fix a proper premium and pay out claims on time, based on the crop yield of the insurer. 
The timing and amount of rainfall is very critical for crop yield. Other factors like temperature, bright sunshine hours, wind speed, sources of seed, timely use and quantity of fertilizers are the other important factors affecting the crop vigour and ultimately the yield of the crop. 
It is possible to assess the crop vigour using appropriate sets of satellite images during the critical stage of crop growth and correlate it with crop yield.
This data, when analyzed in conjunction with administrative boundaries such as Insurance blocks in a GIS environment, can help assessing the real ground conditions prevailing in the area concerned with a relatively good accuracy. 
12.6 Agriculture data for fertilizer distribution companies
Different crops and agricultural fields require different types and amount of fertilizer. It is often observed that there is either a shortage or over supply of certain fertilizer in the market. This happens due to lack of information on agricultural fields. 
Analyzing landuse, land capability, soil characteristics and farmer’s interest one can estimate the fertilizer requirement for a particular area.
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Figure 12.2 GIS analysis for assessment of fertilizer requirement
12.7 Comprehensive agricultural information 
Apart from the various approaches adopted so far, the solution to all the existing problems of various stakeholders, farmers, Government and industrialists/exporters can be solved only by developing remote sensing and GIS based Agriculture Information System. In the proposed system, there will be three sections of Remote Sensing-GIS component aided with GPS based field survey. Details on the various layers to be prepared and the sources on database creation are discussed below.
12.7.1 Creation of cadastral level information system
· Field Information System - With the launch of Cartosat satellite having a resolution of 2.5m it is now possible to map the boundaries of each field. This data supplemented with information from field and other sources will help in creation of ‘Field Information System’
· Site Suitability Studies – Use of satellite images and other ancillary and historical information will be done to create a plot level site suitability map for each season. This map will be very helpful in selection of appropriate crop for maximum return. Following layers will be required to be created for site suitability analysis:

- Soil map-
 Soil salinity
- Soil pH
- Canal and distributaries network
- Surface water bodies distribution (river, ponds and lakes)
- Historical rainfall data
- Digital Elevation Mode;

- Land Use/Land Cover
12.7.2 System for on-line monitoring of crops
Regular monitoring of crops helps in taking proper measures based on the nature of risk for a particular crop field. Monitoring of crops also helps in calculation of acreage, crop stress and prediction of yield. This in turn helps different stakeholders in planning and management of crops. Following layers need to be created during different life span of crops to monitor their proper growth and finally the yield:
- Temperature 
- Rainfall
- NDVI /crop stress
- Evapo-transpiration data
- Total precipitable water data
- Agricultural practices (transplantation, harvesting, and flowering dates)
- Additional information about fertilizers, seeds etc
12.7.3 Market related database
Data on different aspects of market is a critical component for agriculture information system. Following layers will be required to be created:
- Creation of field-level crop inventory
- Location of different farmer’s
- Market-wise information on major agricultural commodities
- Timely forecast on production
- Demand and supply of commodities
- Mapping of transportation network (highways, railway and other roads)
- Information on current price
12.7.5 Web based information system
In order to provide complete information to the farmers, traders and consumers - web GIS* has been effectively used and easily accessed through Internet from any part of the world. This system includes information about the crop varieties, farm management practices, markets, current prices and weather related information amongst others.
For instance the concept of e-chaupal of ITC helps farmers to sell their produce directly and thereby fetch good returns. Farmers can send on-line queries related to crops, markets, and crop management practices through various centers.
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Figure 12.5 Components of web-GIS for agriculture
Summary

Application of remote sensing and GIS is revolutionizing planning and management in the field of agriculture. Various agencies are working independently on different segments of the problems discussed above. However, the efforts made in this field are still insignificant and there is a need for development of an integrated database. The information derived from this data can be used to reveal vegetative health, pinpoint the location of non-productive areas, and help in effectively planning and analyzing operations. This information can be shared with all those associated with management and marketing of crops to plan for their procurement, storage, distribution and export, in advance.
Learning activity
	Canadian Centre for Remote Sensing
http://www.ccrs.nrcan.gc.ca/ccrs/eduref/tutorial/indexe.html
	For remote sensing applications, go to the Chapter called Applications. This site provides an in-depth remote sensing tutorial.


(References
Parveen A., Sudhakar M., Shalabh P. B., and B. Arun K. 2004. “Satellite Remote Sensing and GIS - An Effective Tool for Management of Basmati Crop", Rice India, 
J. C. Raja and Neeradh R. 2007. “Information Technology in Agriculture”, Birla 
Web References: Remote Sensing Applications
	Great Lakes Ecological Assessment http://econ.usfs.msu.edu/gla/
	The Great Lakes Ecological Assessment is an interagency effort to collect and consolidate new and existing environmental, biological, and socioeconomic information in the Northern Lake States in support of ecosystem management.


		
	NASA - Jet Propulsion Lab (JPL)
http://winds.jpl.nasa.gov/scatdata/dataindex.html
	This site contains excellent examples of remote sensing applications related to surface winds


	NASA - Goddard Space Flight Center (GSFC)
http://jwocky.gsfc.nasa.gov/TOMSmain.html
	This is the site for the NIMBUS Total Ozone Mapping Spectrometer. Information on the Earth's ozone levels as well as aerosols in the atmosphere


	NOAA - El Nino Information
http://www.scd.ucar.edu/vg/ELNINO/elnino.html
	Excellent animations and graphics depicting the development of El Nino climatic events.


	NOAA - Significant Climatic Event Imagery
http://www.osei.noaa.gov/
	Up to date images on climatic conditions and environmental changes, natural disasters.


	NOAA - Geostationary Earth Observation Satellite
http://www.goes.noaa.gov/
	

	


TOPIC THIRTEEN

CURRENT TRENDS IN GIS
13.0 Introduction 

The development and application of geographic information systems is vibrant and exciting. The term GIS remains one of the most popular buzz words in the computer industry today. GIS is perceived as one of the emerging technologies in the computer marketplace. The involvement of major computer vendors is an illustration of this fact. Everybody wants a GIS. This popularity is not without its validity however. GIS is very much a multi-disciplinary tool for the management of spatial data. It is inherently complex because of the need to integrate data from a variety of sources. Functions must accommodate several application areas in a detailed and efficient manner. A variety of important developments are occurring which will have profound effects on the use of GIS in agricultural sector in Kenya! They are identified in the following sections.

(LEARNING OUTCOMES



13.1 New Data Sources
The generation of data from new sources is an on going development. Application specialists have traditionally attempted to research and implement new data sources into their work. Most of these new data sources are based strictly on scientific technological developments.

Remote sensing will become, if it is not already, the primary source for new data. This must have been confirmed in the subject of Remote Sensing that you are studying alongside this one. Due to recent technological developments in hardware most GIS software can now accommodate remotely sensed imagery at high resolutions, and in varying formats. Remote sensing data can include aerial photographs, satellite imagery, radar imagery, etc. Some of the past problems with using remotely sensed imagery have been the inability to integrate it with other data layers, particularly vector encoded data. Remote sensing specialists stress that their data is of most value when combined with, and substantiated by, other data sources. Several commercial GIS products are now offering their software bundled with an image processing software package. Many of these packages allow you to interactively view data from both systems simultaneously, and also afford the conversion of data between systems. The integration of GIS and image processing capabilities offers a great potential for specialists.

Another data source that has generated much interest is Digital Elevation Models (DEM). Elevation data has traditionally been generated from the interpolation of contour information. However, recent technological developments and the establishment of several digital mapping projects by government agencies has propagated the use of and interest in elevation modeling. Several different sources of DEM data exist within Kenya. The most common and readily available DEM data can be acquired from both the Department of Remote Sensing and Resource Survey or from selected private agencies such as Image Africa, ILRI, etc. DEM data is captured photogrammetrically during the stereo-compilation phase of the topographic data capture process. Each DEM is comprised of X, Y, and Z coordinates at regular intervals across a map sheet. This regular grid is supplemented by spot height data points and breakline information (irregular points). 

DEM data can be used in the generation of a variety of data derivatives. The most common are slope and aspect. The ability to integrate DEM data is a common function within most GIS packages. However, it is typically offered as a separate module that must be purchased individually.

13.2 Hardware Developments
The technological advancements made in hardware and software development over the past few years have been phenomenal. The distinction between personal computer and workstation, a mainstay during the 1980’s has become very fuzzy. Recent developments within the micro-chip industry, e.g. the Pentium chip, have made the micro-computer a viable and promising tool for the processing of spatial data. Most notable of these is the emergence of 32-bit Pentium chip micro-computers and the use of the Windows NT operating environment.

Several trends in hardware and software development for GIS technology stand out. These are reviewed below:
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	The dominant hardware system architecture for GIS systems during the 1980’s was the centralized multi-user host network. The distributed network architecture, utilizing UNIX based servers, and desktop workstations, has been the norm over the past five years;
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	The trend in disk storage is towards greatly increased storage sizes for micro-computers, e.g. PC's and workstations, at a lower cost;
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	The emergence of relatively low cost reliable raster output devices, in particular inexpensive ink jet based plotters, has replaced the more expensive color electrostatic as the ad hoc standard plotting device for GIS.;
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	The emergence of fast, relatively inexpensive micro-computers with competitive CPU power, e.g. 32-bit Pentium has challenged the traditional UNIX stronghold of GIS;
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	While the de facto operating system standard has been UNIX, the Windows NT operating system is emerging as a serious and robust alternative. This is especially prevalent with organizations wishing to integrate their office computing environment with their GIS environment. This trend is closely associated with the development of 32-bit micro-computers;
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	SQL (Standard Query Language) has become the standard interface for all relational DBMS;
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	The ability to customize user interfaces and functionality through Application Programming Interfaces (API) and macro languages. The major development in GIS technology over the past five years has been the ability to customize the GIS for specific needs. Application development is a mandatory requirement for all GIS sites, and should be weighted accordingly when considering a GIS acquisition.


13.3 Software Developments
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13.4 LEGAL ISSUES RELATING TO GIS

Legal issues are becoming as important as any other in promoting or limiting the development of GIS technology. Certainly legal considerations must now be kept in mind during the creation and implementation of large public and private GIS projects. Debate focuses on a number of key issues and questions. 

13.4.1 Public Access

Public agencies use GIS extensively to fulfill their own mandates and to make themselves more efficient. However, their use of the technology has also brought new problems because it creates an unprecedented demand for information from public agencies. State laws govern access to government records. 

13.4.2 The Freedom of Information 

Kenya’s and those of many developing countries’ Freedom of Information Act was passed quite a while ago and has enjoyed considerable public support. Under the long established principle that a democratic society requires an informed citizenry, and in order to promote the government's accountability to its citizens, it’s a requirement that public agencies open their records to private citizens. Such considerations as national security and privacy rights create some exceptions to the law, but government agencies must allow private citizens to see most of the information held in their files. 

  

The intentions of these are clear: they are meant to lessen the possibility that the government will abuse its power. But the issue of accountability has become clouded with the rapid growth of information technology--and with the rapid rise in the value of public information. Two fundamental questions have arisen:   

· How much public information do private citizens have the right to demand, and 

· Can government agencies recover costs by selling public data? 

While many public agencies find GIS essential for coping with large amounts of information and for fulfilling their public roles, they also discover enormous costs in establishing information systems. Many see the solution to such costs in selling data services, but this solution conflicts with accountability standards. Citizens have a theoretical right of free access to information from public agencies. Requirements that they pay for information because it has become part of an expensive information system could subvert that right. At the same time, the information that agencies hold and create with GIS has become increasingly valuable to certain private individuals and companies who are able to generate great economic benefit from it. They are able to pay, if necessary, for data, but more to the point, their demand for information can burden public agencies. People interested in the economic benefits of GIS data make more requests for information, and they request entire--sometimes enormous--electronic datasets formed out of public records.   

Agencies have three basic choices: 

· They can bear the full cost of information generation and distribution; 

· They can recover distribution costs; 

· They can attempt to generate income by charging more for information than the entire GIS has cost the agency. 

The first choice preserves the principle of open access, but leaves agencies with burdensome costs and without any way of lessening the amount of resources they must devote in simply distributing information. The second choice might represent a reasonable compromise, but what happens to citizens with no financial resources. They may have legitimate grievances against agencies but if an agency buries information in a massive database it can effectively bar access to the information that could be used to hold it accountable for wrongful actions. The third choice finds some support among people who see government GIS as a valuable source of public revenue, but its legality is debated. Public information is theoretically already owned by the people who demand to see it. 
13.4.3 Liability

These days, GIS professionals have become aware that they may be held legally accountable for the accuracy and reliability of the information stored in their databases, sold, or issued to the public. If harm is caused or economic loss sustained by a mistake made in a GIS dataset, or by a mistake not corrected once discovered, then those in charge of the GIS may end up in court. Or, if public policy is decided on the basis of a faulty GIS analysis--policy that causes harm or economic loss--then, again, those in charge may be held accountable, in this case not only for a simple mistake, but for the manner in which decisions were reached. Finally, data providers may be held accountable if the information they distribute leads to damage or loss even if that information was used for purposes for which it was never intended.   

13.4.4 Errors or uncorrected mistakes 

Relatively simple mistakes can have disastrous consequences when people depend on a map or chart for accurate representations of the real world as illustrated by the following cases. In Reminga vs. United States, the US government was held responsible for an airplane crash when prosecutors proved that maps had inaccurately depicted the location of a broadcasting tower. In Indian Towing Co. vs. United States the federal government was found negligent for not maintaining a lighthouse marked on federal charts. In this case the lighthouse's location was marked correctly, but the US government neglected to inform navigators that it was no longer operating. 

13.4.5 Unintended and inappropriate use 

Maps are designed for specific uses. Projections, scales, even different expectations of accuracy make individual maps appropriate for only particular uses. Sometimes, however, maps are used in ways never intended by their creators. For instance, in Zinn vs. State a USGS map was used by a state agency for defining property lines along a lake. Land below the Ordinary High Water Mark of all lakes in the state were designated public property. But in using a USGS map, the state incorrectly claimed private land, because their USGS map was not designed for determining such fine details as property lines. The state was held liable because it had used an inappropriate map to incorrectly take private property.  Public and private suppliers face different situations in questions of financial accountability.   

13.4.6 Government Perspective   

Even when government agencies have caused harm to individuals through errors or neglect, they may not always be sued or assessed for damages. The doctrine of sovereign immunity applied in Kenya allows people to seek claims against the government only if the government itself agrees to be sued. Existing legal doctrines may hold agencies accountable to the public, but not equally to individuals. It is understood, for instance, that actions undertaken by the government in the public good may occasionally harm individuals. Moreover, government agencies often cannot be held responsible for errors in public records that they are forced to provide under Open Records and Freedom of Information rules. If they were held accountable, many believe, public agencies would be overwhelmed by litigation based on data they could not restrict or control.   

13.4.7 Privacy

Is there a "right" to check and appeal information held in GIS databases?

  

GIS databases hold all kinds of geographic information relevant to specific individuals. They may include tax and land records, property titles, data on construction or occupancy permits, data on residency or on water use. Sometimes that data might be incorrect and so may cause economic or social harm. How are the creators or keepers of the information to be held responsible for the accuracy of their information? At present, credit bureaus must provide reports to individuals in order to allow people the opportunity to rectify incorrect information. But other kinds of databases are not held to similar standards. This problem has not yet been resolved and it is becoming increasingly troubling as more and more data on private citizens is collected and stored on computers. The possibility of inaccuracies has always existed with paper documentation, but as information is distributed, and redistributed, and stored in ever greater quantities, the ability of individuals to know who may be holding and distributing incorrect data on them becomes a more complex problem. The solution will probably come in some form of legal safeguards.  

13.4.8 GIS Data as Evidence

Geographic Information Systems are used to make decisions. GIS may, for instance, be used to place new roads or power lines, to build subway systems while avoiding existing underground utilities, to create a school or voting district, or to justify a conservation policy by forecasting environmental harm from planned land uses. Occasionally, legal conflicts develop over these decisions. Parents question school district boundaries; land owners dispute environmental policies; subway system builders might break utility lines marked incorrectly on a map generated with GIS. One or all parties in the conflict might then wish to bring data or analysis from a GIS into court as evidence in support of a case.   

13.4.9 Can GIS data be used as evidence?  

GIS data may sometimes be necessary to a legal case, but it does not always meet the legal standards of acceptable evidence. Information held or created in digital form encounters more problems when used as evidence in the courts than paper documents do. Computer systems introduce the possibilities of input errors, hidden inaccuracies caused by hardware or software problems, and flawed modeling concepts. In addition, digital information can be altered more easily and with less trace than information held on paper documents. These characteristics bring into question the reliability of information from GIS as evidence, and by extension the reliability of decisions based on GIS.  

13.4.10 Problems Faced by GIS Data in the Courts   

If GIS cannot be used to prove legal cases, then it loses much of its value. Agencies and companies that use GIS must be aware of the special problems encountered by digital information in the courts. For instance, unless it falls under certain business record or public record exclusions, computer-generated files are treated as hearsay (as statements made outside of sworn testimony). Hearsay cannot be submitted as evidence. Legal contestants whose GIS records are admitted as evidence, usually through some exception to hearsay rules, still must overcome the sense that their records may be unreliable. The may have to prove, for example, the security of a hardware system or careful supervision of data input. They may also need to prove that data has not been altered after incorrect data was distributed. If they cannot, their case is significantly weakened.   

13.4.11 Technological Solutions to Legal Problems  

These problems have not prevented GIS from being used as evidence, but they have created sometimes unanticipated difficulties. Solutions to the problem have so far been through legal means. Now, however, some authorities suggest that solutions may more properly lie in technology. Technical markers automatically placed on alterations made to a dataset, for instance, could improve the reliability of digital data. 

( Learning Activities
1. To what extent can GIS both support and undercut principles of freedom of information? 

2. To what extent may questions of legal liability limit the exchange of GIS data and boundary files among government agencies? 

3. Is it acceptable for a government agency to borrow and use GIS data that lies beyond the immediate needs of its administrative mandate? 

4. What ethical issues are raised by the use of space-based remote sensing technology for scientific and commercial GIS applications? 

5. Explain how liability as become an important issue in GIS and other automated systems. Give one example of how "negligence" may expose GIS or mapping projects to legal action. 

6. Due to concerns about liability, many digital files are now supplied with disclaimers. Does the use of disclaimers absolve a firm from all possible charges of negligence? Why? 

7. Explain why "privacy has fallen victim to the computer age"? 

8. What legal issues are likely to slow the widespread exchange and interchange of GIS data among government agencies and commercial users? 

9. Describe a situation in which use of a GIS might lead to a legal conflict? 

10. List three types of legal liability that can apply to GIS projects and products? 

11. Why have some nations greatly restricted access to the Internet? 

12. How might GIS and other information technologies such as the Internet lead to more effective, efficient, and responsive government? How might these technologies act in the opposite way? 

(Further reading 
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Epstein, E. F. and H. Roitman. 1990. Liability for information. In Introductory Readings in Geographic Information Systems, ed. D.J. Peuquet and D.F. Marble, 364-371. London: Taylor and Francis. 

Epstein, E. F. 1988. Litigation over information: The use and misuse of maps. Proceedings, IGIS: The Research Agenda 1: 177-184. Washington, D.C.: NASA. 

Epstein, E. F. 1988. Legal and institutional aspects of global databases. In Building Databases for Global Science, ed. H. Mounsey and R. F. Tomlinson. Basingstoke: Taylor and Francis. 

GIS Law 1992. This newsletter has been a significant source for the discussion here on legal issues in GIS. It includes articles on GIS policy, on federal, state and local laws that apply to GIS, and on related laws that may influence the development of GIS. For more information, write to: Editors, GIS Law, 250 E. Market St., Suite 100, Harrisonburg, VA 22801. 703/434-3307. 

Levy, S. 1994. Battle of the Clipper chip. The New York Times Magazine. June 12: 44-51, 60, 70. This article summarizes the case from the two perspectives of Clipper chip advocates and critics. The Clipper chip debate, however, has continued beyond the time of this publication.  

TOPIC FOURTEEN
ETHICAL ISSUES IN ELECTRONIC INFORMATION SYSTEMS

14.0 Introduction

New computer technologies for gathering, storing, manipulating, and communicating data are revolutionizing the use and spread of information. Along the way, they are also creating ethical dilemmas. The speed and efficiency of electronic information systems, which include local and global networks, databases, and programs for processing information, force people to confront entirely new rights and responsibilities in their use of information and to reconsider standards of conduct shaped before the advent of computers. 
(LEARNING OUTCOMES



14.1 A New Technology Creates New Ethical Dilemmas: The Importance of Ethics in Information Systems 

Information is a source of power and, increasingly, the key to prosperity among those with access to it. Consequently, developments in information systems also involve social and political relationships and so make ethical considerations in how information is used all the more important. Electronic systems now reach into all levels of government, into the workplace, and into private lives to such an extent that even people without access to these systems are affected in significant ways by them. New ethical and legal decisions are necessary to balance the needs and rights of everyone. 

14.2 Ethics Fill the Gap as Legal Decisions Lag Behind Technology 

As in other new technological arenas, legal decisions lag behind technical developments. Ethics fill the gap as people negotiate how use of electronic information should proceed. The following notes define the broad ethical issues now being negotiated. Since laws deciding some aspects of these issues have been made, these notes should be read in conjunction with Legal Issues in Electronic Information Systems. 

14.3 Ethical Issues Specific to Electronic Information Systems 

Ethics include moral choices made by individuals in relation to the rest of the community, standards of acceptable behavior, and rules governing members of a profession. The broad issues relating to electronic information systems include control of and access to information, privacy and misuse of data, and international considerations. All of these extend to electronic networks, electronic databases, and, more specifically, to geographic information systems. Specific problems within each of the three areas, however, require slightly different kinds of ethical decisions. Networks, electronic information systems in general and geographic information systems in particular are discussed separately below. 

14.4 Electronic Networks

Any set of computers able to communicate with one another constitutes a network. Some networks are contained within institutions or companies, enabling people within a single organization to communicate electronically. Many of these small systems are also hooked into other organizations' computers. Thousands of such networks collectively form the Internet. Much of the following discussion has been formed with the Internet in mind, but the issues raised may be applied to smaller networks as well. 

14.5 Networks as Sources of Power 

Electronic networks were first established as a reliable means of communication and as a means for exchanging information efficiently, but they have become much more. Large networks represent new sources of power. In order to create reliability and efficiency in communication, networks were structured so that the movement of information would not depend on --and could not be controlled by--another person or computer. As a result, the larger networks have become anarchic. Ordinary people with relatively few resources can communicate ideas and information, however uncommon, unpopular, or politically sensitive those ideas or information may be, to millions of other people around the world. No government, no hierarchical system exerting either repressive or benign influence, not even the simple constraints of time and money, will have quite the same control they once had over the flow of information as long as the networks operate as they now do. For some people, the networks therefore contain exciting possibilities; for others they have become a threatening, even subversive, new presence. 

14.6 Networks as Social Places 

Networks have also become social places, where people discover friendships, discuss issues, find others who share unusual interests, argue, form groups, commiserate, proselytize, play games, and fall in love. These activities have brought comparisons with more traditional communities, villages, or places. One essayist, Ray Oldenburg, has referred to the networks as a new sort of "Third Place," where people gather for conviviality, apart from home and work (First and Second Places). He theorizes that the networks may replace opportunities for social interaction lost in the modern world of suburbs, express highways, and shopping malls. Other writers are more cautious and when talking about the sociability of the networks use qualified terms: virtual communities or virtual villages, for instance. Such terms acknowledge the differences inherent in the kinds of interactions that take place over computer networks. A lack of face-to-face contact, for instance, has a leveling effect. Race, class, gender, and physical appearance are hidden, allowing interaction that is relatively free from all the subtle biases that usually accompany more direct human relations. On the other hand, this virtual anonymity allows interaction without any sort of commitment; the sense of shared responsibility that people must have in a real community does not necessarily exist on the Internet. 

14.7 New Funding Sources Mean New Ethical Issues 

Nonetheless, the networks have attracted loyal participants who recognize the value of what has been created in this new form of human interaction and who put a great deal of thought into the future character and uses of the networks. Electronic networks are becoming more common and their influence more pervasive but they are also changing under the influence of people and institutions who are relatively new to the networks. Funding, once almost exclusively public, now comes increasingly from private, or commercial, sources, and this change in funding will also mean changes in ideas about the proper uses of the networks and the nature of interaction on them. Recognition of the power and potential of electronic networks has created some hotly contested issues. These range from relatively simple questions of proper behavior and use within them to more important questions of political power, control of communications, equality of access, and privacy. 

On the Internet, several essays on the nature and possibilities of the networks have appeared. Here are just a few: 

· Cyberspace Inn keeping: Building Online Community, by John Coate, gives a brief summary of Ray Oldenburg's ideas about an on-line "Third Place." Coate also discusses the nature of interactions on a local network called the WELL, the concept of virtual villages, on-line free speech, and some of the social dynamics specific to the networks. Privacy, intellectual property rights, on-line censorship, and the future of the Internet are also covered. 

· Protection and the Internet, by Steve Cisler, addresses the growing need for protection on the Internet: protecting the network itself from people who would change its emphasis on free expression, protecting people from some forms of free expression, protecting other cultures that have different standards for what is acceptable communication. 

· The WELL: Small Town on the Internet Highway System, by Cliff Fagallo, extolls the virtues of on-line communities. Provides a history of The WELL, a local network, and discusses maintaining the feeling of community on a network. 

14.8 Acceptable Behavior on the Networks: New Standards of Conduct

Cultural norms and values shape a society's definition of acceptable behavior. On-line standards of conduct are founded on the norms of the society in which a network is set, but these broader norms and values are often challenged by the character of human interaction in electronic networks. Networks stretch across societies that have different values and traditions. The computers that form them have capacities that allow people to do things they could not do before--and to do so with anonymity. Finally, the networks, new as they are, have their own social history, in which somewhat different norms have been formed. The people who have so far populated the virtual community have tended to value individuality, free expression, free exchange of information, anarchy and nonconformity more than other groups. Acceptable behavior on the networks, therefore, has slightly different standards. These may change as many more people join the networks. But, so far, the less conventional on-line standards of conduct have been jealously guarded by long-time network users. These users generally are people who have strong feelings about the shape of life on their various networks and about what shape it will take in the future. New users of the Internet and of various smaller networks should be aware that they are entering an unconventional social community. 

Issues of acceptable behavior in the networks include simple standards of civility to questions of rights and responsibilities in distributing information that have not yet been clarified in law.   

14.9 Netiquette

14.9.1 How to Behave on the Networks: Remember Where You Are 

Netiquette, or on-line civility, is a matter of common sense and of remembering the context of behavior. The Internet's emphasis on free expression, for instance, has meant that what might be considered rude elsewhere will often be tolerated on various networks in order to protect the principles of individual expression. Groups discuss every conceivable subject, obscenities flow on some parts of the Internet, pornography flourishes. Some people make a game of verbally hassling one another. Rather than squashing individuality with broad regulations, system administrators have so far tended to referee or negotiate specific situations in which conflicts occur. However, activities that would be questionable off the networks should be approached with some judgment and kept to the parts of the networks (in bulletin boards established for a specific purpose, for instance) where those who would be offended can avoid them. 

14.9.2 Some Activities That Will Offend 

Specific activities that do offend most network users usually occur when the capacities of computers for allowing rapid, efficient communication and for giving access to other people's systems are misused. So, for instance, sending a rambling message to everyone with an e-mail address at the local state university is not considered appropriate even though computers make sending such a message relatively effortless. Unsolicited advertising is especially resented and will get an equally unsolicited reaction. In one case, a law firm's efforts to advertise over the Usenet prompted one young man in Norway to launch a cancelbot, a message that automatically destroyed the firm's transmissions every time it sent out an advertisement. He was applauded by other Usenet participants, although his actions did raise concerns about wider use of arbitrary censorship. 

Some simple guidelines to on-line civil behavior follow: 

· In general, do not waste other people's time, be disruptive, or threaten. 

· Do not take up network storage space with large, unnecessary files; these should be downloaded. 

· Do not look at other people's files or use other systems without permission. 

· When joining a bulletin board or discussion group, check the FAQ (frequently asked questions) file before asking questions. 

· Remember that on-line communications lack the nuances of tone, facial expression, and body language. Write clearly. Try to spell correctly and to use good grammar. 

· Add emoticons, or Smileys --expressive symbols--to clarify meaning. 

· Do not SHOUT needlessly. Capital letters are the on-line equivalent of shouting. 

· Use asterisks to give emphasis, but do so *sparingly*. 

· Sign messages, and include an e-mail address when writing to strangers, just in case a message's header is lost. 

· Personal attacks or complaints are called flaming. Be discriminate: flaming can turn into flame wars and disrupt discussion groups. 

· People who become too obnoxious can be banned from a system or simply ignored. A "kill file" will automatically erase messages sent from a person who has become intolerable.

(Learning Activities

1. To what extent can GIS both support and undercut principles of freedom of information? 

2. To what extent may questions of legal liability limit the exchange of GIS data and boundary files among government agencies? 

3. Is it acceptable for a government agency to borrow and use GIS data that lies beyond the immediate needs of its administrative mandate? 

4. What ethical issues are raised by the use of space-based remote sensing technology for scientific and commercial GIS applications? 
5. Explain how liability as become an important issue in GIS and other automated systems. Give one example of how "negligence" may expose GIS or mapping projects to legal action. 
6. Due to concerns about liability, many digital files are now supplied with disclaimers. Does the use of disclaimers absolve a firm from all possible charges of negligence? Why? 
7. Explain why "privacy has fallen victim to the computer age"? 
8. What legal issues are likely to slow the widespread exchange and interchange of GIS data among government agencies and commercial users?
9. Describe a situation in which use of a GIS might lead to a legal conflict? 
10. List three types of legal liability that can apply to GIS projects and products? 
11. What is the meaning of the term "informational mosaic" and what are its dangers? 
12. Why have some nations greatly restricted access to the Internet? 
13. What are two examples of why we should be concerned with privacy in the context of GIS? 
14. How might GIS and other information technologies such as the Internet lead to more effective, efficient, and responsive government? How might these technologies act in the opposite way? 
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TOPIC FIFTEEN

15.0
Practical Exercises
15.1
Introduction to ArcView
1. An overview of the package

· Product of ESRI, desktop GIS

· Point and click operation with graphical user interface (GUI)

· Tools for visualizing, exploring, querying editing and analyzing information 

        linked to geographical locations.

· Has a standard GIS approach to data representation, links map features to 

        tables of attributes. Non-spatial + Spatial data = themes

· ArcView Interface :

· Application window, Menu, button, tool and status bars, GUI, Project window & Document window

· Five document types :

· View, Tables, Layouts, Charts & Scripts

· All stored or saved as a project (.apr) and open via the project window

2. Views and Themes

· A theme is a collection of similar geographical features and their attributes

· Themes are displayed in Views

· Each theme has a title and a legend in the view’s table of contents

· Common theme operations are - 
1. Turning themes on/off

2. Making themes active/ inactive







3. Changing display order

3. Tables

· A document for displaying tabular information

· Formatted into records (row) and fields (Columns)

· Contains descriptive information about theme features

4. Charts

· Display tabular data graphically

· Provides ability to compare attribute information

5. Layout

· Create presentation quality maps

· Display multiple documents and graphics in a single layout

· Sent to printer/plotter

6. Scripts

· Document for writing Avenue programs

Allows one to automate tasks, add new functions and create complete applications

· 15.0
Exercises 1 (Adding and Viewing data)

15.1
Adding Feature Themes
In ArcView, most of the themes that you will be working with will be Vector themes, namely Points, Lines and Polygons.

· Click the add theme button to add a theme to the view

· The add theme dialog box opens up and displays directories in the scrolling list and spatial data sources in the left scrolling list

· Navigate to a folder that has spatial data by double clicking each of the directory folders in succession

· When the data source type is set to feature data sources (default), you will see feature data source files in the directory. These may be Arcview shapefiles, Arcinfo coverages, CAD drawings or any other feature data sources that ArcView is able to read.

· Add the following data tensioazone.shp by highlighting it and clicking OK. How will you bring in more than one shapefile at a time?

15.2
Using Legend Editor 
Add the following themes: - Catchment, landuse, Azone, Roads, Rain gauges, Conclip, Neutron Probe and bratio & ec shapefiles.

· ArcView adds the theme and assigns it a random colour. 

· Switch on or off various themes and make note of differences. 

· Try and put the themes in order so that when you have the entire themes switch on you are able to see almost every theme.

· Switch of all themes but leave the catchment theme active.

· Now try and change the colour of the theme by clicking on the theme in the theme scroll window.

· In addition to this, we might want parts of a theme to be in different colours, so that it is more visable to us.

· We then need to set this in the legend editor and change the legend type to unique value.

Now try and do the same for the other themes and make notes of the differences you find when changing the visual display for the other themes.

15.3
Zooming and Panning
Moving around a view is important as this help you to view more spatial data in more detail. There are 3 quick ways that you can zoom in or out in the view:- 

· Zoom to full extent

· Zoom to active theme

· Zoom to selected

There are other ways that one can also zoom in or out of a view; this is by using the zoom tool, which is found in the view tool bar. Play around with these zoom methods and get a feel how they work. In certain cases, we find that we need to move the image around when we have zoomed in, as we need to view other parts of the image, this is called panning. Panning is easy, find the button in the tool bar that has a picture of a hand. Press this button and move to the view window. Now click and hold on the image and move your mouse so that the image moves to other place of interest.

16.0
Exercises 2 (Viewing and Editing data tables)

16.1
Viewing tables

Each of the spatial features are linked to a table.

To view a table you need to click on the Open theme table in the tool bar. This will bring up the table of the active theme. Display the tables for the Catchment and landuse themes.
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At the end of this topic, the learner should be able to:





Define the terms geographic information systems, map, geographic data, GIS user, digitization, raster and vector.


Describe the different components of a GIS.


Explain the functions of a GIS.


Outline the advantages of a GIS when compared to traditional maps.


Discuss the factors that have led to a wider application and appreciation of GIS technology in developing countries.


Explain the influence GIS technology can have on resource management.





Key terms: GIS, map, geographic data, digitization, raster, vector





At the end of this topic, the learner should be able to:





Explain the concept of GIS storing information as a collection of thematic layers.


Describe two basic types of data utilized by GIS technology.


State the basic types of spatial data models that have evolved for storing geographic data digitally.


Explain the topologic data structure.


Give advantages and disadvantages for using either the vector or raster data model to store spatial data.


Describe different data models that exist for the storage and management of attribute data.


Explain why relational DBMS has emerged as the dominant data management tool in GIS implementation and application.


Key terms: raster, vector, topology





At the end of this topic, the learner should be able to:


To understand how geographic features on the earth’s surface can be characterized


To understand the basic fundamentals of geographic data and information


Understand the basic structure of geographic data


Acknowledge how issues of accuracy, error, and quality are paramount to properly using GIS technology 


Be able to appreciate that the establishment of a robust database is the cornerstone of a successful GIS.


Key terms: data quality, data accuracy, geographic data





At the end of this topic, the learner should be able to:


To discuss the different sources of data input into a GIS.


Explain the fundamental data input techniques in use.


Describe the different types of digitization process outlining their advantages and disadvantages


Explain how issues of spatial data accuracy, error, and quality are paramount to properly using GIS technology 


Be able to appreciate that the data verification is the cornerstone of a successful GIS.


Key terms: data sources, digitization,  data conversion, data verification





At the end of this topic, the learner should be able to:


Review the approaches used in organizing and maintaining data in a GIS.


Describe the user needs analysis process.


Explain how spatial data indexing is carried out.


Identify the data editing capabilities in any GIS.


Understand the basic structure of geographic data


Acknowledge how data querying is done and its significance.


Key terms: data organization, data editing, data indexing





At the end of this topic, the learner should be able to:


To understand how spatial data is manipulated and transformed in a GIS.


Explain the processes; coordinate thinning, geometric transformations, conflation, edge matching.


Describe how data integration is done in a GIS.


Acknowledge how data reclassification is done.


Discuss how neighbourhood analysis is carried out.


Key terms: data manipulation, data transformation and coordinate thinning





At the end of this topic, the learner should be able to:


Define the term GIS implementation


Examine the GIS implementation issues and requirements. 


Identify and describe GIS implementation planning issues 


Discuss the strategies that must be addressed for a successful GIS implementation.


Key terms: GIS implementation, planning, maintenance, policy, standardization
































At the end of this topic, the learner should be able to:


Discuss some sample applications spotlighted from existing Innovative Remote Sensing and GIS clients. 


Describe how remote sensing and GIS can be applied to agricultural sector to help attend to unanswered questions of stakeholders. 


Explain how GIS can be applied to address an array of different priority business needs in the agricultural sector.


Key terms: Agriculture, Agricultural information systems,








At the end of this topic, the learner should be able to:


Discuss the latest upcoming trends in GIS technology


Examine technological developments in hardware that is supporting growth of GIS


Acknowledge generation of data from new sources


Key terms: privacy, public access, liability, freedom of information





At the end of this topic, the learner should be able to:


Discuss the ethical issues in GIS technology.


Explain the role of GIS in the internet era.


Describe the possible legal and privacy issues related to the use of GIS.


Key terms: Ethics, Netiquette, electronic networks 
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